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1 Introduction

1.1 Executive summary

For the success of the proje&ey is a weltlriven and structured selection of best performers among candidate
algorithms for some blocks of the whole processing chain aimed at generating the HR LC products. With the end
of the first year of activitieseveral comparative tests ané&gormance analysis tasks have been carried out by

the EOS team. For the current version of this document the outcome of these comparative activities is presented
and indications on begierformingalgorithms/techniques are provided.

1.2 Purpose and scope

TheProduct Validation and Algorithm Selection Report (PVASR) v1.0 provides detailed information about the
comparative tasks performed for assessing best performing algorithms and techniques to be included in the
classification block within the overall processing chain. In its current status, PVASR builds upon a list of
candidates as presented in the ATBDIJADS5] Indeed as summarized iRigurel, a first version of ATBD was
planned as preliminary source of information for algorithm choices before edition of the first PVASR version. This
has been planned as such in ordeb®ableto still produce a document related to algorithms (ATBLMiefore

any comparative analysis took place, while having the time of gathering infornfationround-robin activities

and internal benchmark operatiorts include in PVASR v1l0. future versons (v2.0 and on) ATBDwill only

include details about the chosen algorithmvhile candidates will be moved to PVASR.

Task 1. Requirements management

URD PSD DARD

!

PVP * Establish a Product Validation Plan
Task 2. Algorithm development . Gath?r requirements and data for
algorithm development and round-
robin exercise
Algorithm prototypes for the
steps in the processing chain
v v v
Alg. 1 Alg. 2 Alg. N
l * Generate concise descriptions of
ATBD vl candidate algorithms
Best performing * Generate Product Validation and
classification algorithm PVASR v1 ADP v1 Algorithm Selection Reports for
each step
Feedback on the pre- | * Generate Algorithm Development
processing steps i Plan
ATBD v2

Figurel. Concept of thePVASR/1 in the workflow of Task 2 of the CCl+ HRLC project.
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The PVASR documentiisng, being updated at every project cycle (on annual basis) based on the outhet of
round-robins and iternal benchmarking activitie$n its current versiolPVASR1.0, activities carried on in the
first cycle are presentedComparison and benchmarig activities have been devotédwards classification of
optical and SAR imagergiving emphasigspeciallyon:
1. Testing classifiers and evaluating their performance in terms of accuracy, computational effariency
predisposition to model/code modification to meet requirements and implementation needs.
2. Testing approaches for building reliable training datasets out of already existing products, being them
sub-optimal in terms of spatial resolution (coarse to meai) and legend detail (incomplete if compared
to HR LC products legend as detaile&irBD).
3. Evaluating sets of multitemporal features provided as input for the classifiers.

1.3 Applicable documents

Ref. Title, Issue/Rey Date, ID

[AD1] CCIHR Technical Proposally16/03/2018

[AD2] CCI Extension (CCI+) PhagdNkew ECVg Statement of Workv1.3, 22/08/2017ESACCIPRGMEOPS
SW17-0032

[AD3] Data Standards Requirements for CCI Data Produe21@, 17/09/2018CCIPRGMEOPS N-13-0009

[AD4] User Requirements Document, ¥112/04/2019 CCI_HRLC PRB1.1 URD

[AD5] Algorithm Theoretical Basis Document, v1.1., 25/09/2019, CCI_HRL-D2PhATBD vl1.1

1.4 Reference documents
Ref.  Title, Issue/Rey Date, ID
[RD1] The Global Climate Observing System: Implementation Né&dd$0/2016, GCG200

1.5 Acronymsand abbreviations

ANN Artificial Neural Network

ATBD Algorithm Theoretical Basis Document

CcC Cross Correlation

CCl Climate Change Initiative

COBYLA Constrained Optimization BY Linear Approximation
ESA European Space Agency

FFT Fast Fourier Transfor

GCOS Global Climate Observing System

GLC Global Land Cover

GLCNMO Global Land Cover by National Mapping Organizations
GRD Ground Range Detected

GT Ground Truth

HR High Resolution

HPF High Pass Filter

ICM Iterated Conditional Mode

IWS Interferometric Wide Swath

ML Maximum Likelihood

LC Land Cover

LCCS Land Cover Classification System
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LOGP Logarithmic Opinion Pool
LOP Linear Opinion Pool
LPF Low Pass Filter
MI Mutual Information
MMSE Minimum Mean Square Error
MRF Markov Randonfrields
PDF Probability Density Function
RBF Radial Basis Function
RMSE Root Mean Square Error
RF Random Forest
S1 Sentinel 1
S2 Sentinel 2
SAR Synthetic Aperture Radar
SNAP {SYyldAyStQa ! LIXAOFGAZ2Y tfF GF2NY
SFFS Sequential Forward Floating Selection
SoWw Statement of Work
SVM Support Vector Machine
TS Time Series
URD User Requirements Document
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2 Slection procedure

Theoverall procedure for theelection ofbest performingalgorithms and methods is performed according to a
three-step procedureThe algorithms presented ithe Technical ProposghD1]and ATBCare consideredor

the comparisons together with a set of proposed solutionsefachtask such as gemating training samples and
building multitemporal features. The evaluatiselection procedure is devised in such a way that the selected
algorithms/techniques are the most suitable satisfyproject requirements.

Thethree steps of the procedure are éhfollowing:

1 Step 1: Qualitative prescreening of algorithms
A prescreening of the algorithms and methofiem a Stateof-the-art pool of competitorss carried out in
order to identify the most relevant methodologies with respect to the project objestiviéhis preliminary
analysis is drivehy the selection criteria describeid Sectior2.1. In thisfirst step, a highlevel qualitative
evaluation of these criteria 3§ conducted in order to identify techniques that clearly cannot reach a
satisfactory ranking on several categories of parameters. These techniques are discarded and not considered
in the next stepsAlgorithms and methods that passed the mereening areeported in the Technical
ProposalAD1]and more in detail inthe ATBJAD5] In this report only the methods that passed the pre
screening areonsidered explicitly.

1 Step 2: Quantitative evaluation of algorithms
Algorithms that pass the precreening in step 1 are analyzed in greater detail witlguantitative
evaluation. This analysis is based on different parameters, ranging from a sciantifiechnical analysis to
possible impacts on the application and usd¥sr eachinvestigated item(algorithm, method, technique,
etc.) details on the quantitative evaluation of the comparison activities can be found in a dedicated section
of this documen

1 Step 3: Finatlecision
According tahe analysiscarried out for each individual comparison tasKiral dedsionis takenaccording
to the best performer and itselevance with respect tproject objectives Final decision iseported.

It is worth noting that the preprocessing algorithms are not included in the evaluation and ranking procedure
because we expect to import in the project basicprecessing chains already developed for both multispectral
and SAR data.

2.1 Criteria

In this section theriteriaadopted for evaluating the relevance of methods and algorithms with respect to project
requirementsare listed.Up tosevencategories of parameters are considered divided in different issues.

1. Scientific Backgroundand Technical Soundness The santific validity of the algorithms and of the
methodologies on which the algorithms are basgdonsidered as an important parameter. The rationale is
that selected algorithms should be based on a solid theoretical background that guarantees the aoturacy
its results also at an operational level. The guidelines for rating are as follows:

o The methodology is solid;

o The methodology is technical convincing;

o The methodology is at the statef-the-art;

o The methodology is published in high quality journals;

o Themethodology is included in several other scientific publications or project technical reports.

2. Robustness and Generality In order to obtain a reasonable estimation for the robustness and generality
of the investigated algorithms, different parametexse considered, such as:

o The method is suitable to be used with different kinds of images., SentineR, Landsat, SAR, etc.)
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o The method shows high performance on different imaff@sntinel, Landsat, etcand over the three
test areasas described iRD[AD4}

There are software implementations or examples for the implementation available;

The algorithm can be used in combination with other methodologies.

(]

o

3. Novelty ¢ An appropriate candidatalgorithm should have been published or reported for the first time
relatively recently in the literature. It is not required that algorithms are completely innovative; the novelty
may consist in both combining well establishradthodologies or applying welkinown techniques in a novel

way.As a main guideline, a tested method should be already applied in literature to solve existing problems.

4. Operational Requirements¢ The expected operational requirements (in terms of compidaal
complexity, time effort, costetc.) for the final implementation of an algorititaechnique are evaluated.
Although no actual constraints are fixed on the algorithm computational compldkigymost optimized
implementations available in literaturare preferred. Other crucial aspects are:

0 Thealgorithm is prone to architectural modifications

0 The processing time scaling is likely to be linear with image size;

0 The hardware and disktorage requirements arappropriate

Algorithm/method consistency with project requirements is also extremely relevant, following guidelines

from GCO$RD1Jand SoWAD2}

o Algorithms and methodologies must be effective for high resolution images (e.g., optical d&3@m).

o Documented accuracy must be within the boundaries impose®&6YS (sefRD1) and as reported in
SoW[AD2]

5. Accuracyg An algorithm is positively evaluated if able to provide a high absolute accuracyéstaleas
especially keeping into account théferent climatological conditionand possibly different data availability
conditions Accordinglythe following guidelines are used for evaluating accuracy characteristics
o Accuracy/uncertaintyo be in line withGCO$RD1]requirements as reported iSoW [AD2]

o The algorithm matches the engser(climatologist and other users from the communitguirements;
o For unsupervised taskhe accuracghouldnot depend on the availabilitguality of prior information.
o For supervised tasks the accuracy shdaddobustto the availability/quality of prior information.

6. Level of Automation¢ From an operational point of view, it imandatorythat an algorithm rus in a
completely automatic way. Algorithmequiringany amount of manual workstrong interaction with the
final usersare negatively evaluated.

7. Specific Endusers Requirementg From an operational point of view, capability of algorithm to satisfy
and meet possible endser requirements is another important parameter of evaluation. The main
guidelines for driving this ranking are:

o The algorithmisrobust to the use irseveralclimatological regions
o The algorithm can be reasonighincluded in an operational procedure.

2.2 Evaluation

The evaluation procedure of each comparative task aimed at deciding on a specific algorithm/technique is carried

out by considering all criteria listed before. To each reported activity, a thorough disousgivenregarding

how these criteria are weighted in the overall evaluation, which aspects are given strong emphasis and which

ones are considered less relevanThe evaluation activity provides answers about best performing
algorithms/techniqueghat are included in the processing chain of the current version of HR LC products.
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3 Classification algorithms angrocedures(year 1)

Global climate change as well as the protection and management of natural sources have become central topics
for manyscientific initiativesn the Earth surface dynamics. Many works investigated the effectiveness of optical
and radar data for both local and global scale thematic characterizatidrafodt Cove(LQ analyseg1], [2]. The

SAR application in remote sensing has been ingaetd in several studies and a substantial potentiallfGr
monitoring has been provef8], [4]. Synthetic Aperture RadaBAR data are utilized especially when weather
conditions are not suitable for acquiring optical data, becatissr quality does not depend on weather
conditions. Caotrary to optical satellites, SAR makes it possible to continually collect data despite of light and
weather conditions, providing "cloufitee" images because the cloymnetrating capability of ®and signal5].

On the other hand, multispectral optical images provide wide spectral information (ranging from visible to
infrared wavelengths) from which detailed information of land properties can be retrieved. Moreover, the
inclusion of optical time se¥s provides detailed information about LC dynamic. Time series of multispectral
images have proven capacity to characterize trends and environmental phenomena and are widely used for LC
classification[6], [7]. Within this section a processing chain for the fully productiorL@imaps usingHigh
Resolution IR optical andSAR imagsis presented.

3.1 Optical data

Outdated

Photointerpretation HRLC
LRLC Maps l Map

Pre- Training Set Land Cover

) Processing Production Production

F
Weak
Training Set
N Pre-
Processing

TS of HR optical
images

TS of selected
HR optical images

Figure2. Optical data processing chain for therototype productionof the HR LC map obtained by classifying the time
series of Sentinel 2 data.

Figure2 depicts the optical data processing chain for the prototype production of the HR LC rtepenbby
classifying Sentinel ime series The images are first pqgrocessed in order to perform the atmospheric
correction and detect the clouds. Then, the best time series of images used to generate the HR static LC map is
automatically detected. Dum the missed availability of training data, a training set production step is performed
to extract the labeled data necessary to train the supervised classification system. Existing thematic product
available on the considered study area are used to terelatabase of weak training samples. The thematic
products available are characterized by medium/coarse spatial resolution (e.g., 100m, 300m and 1 km), much
coarser than the desired geometrical detail (10 m). The maps are analysed and processed inpanvigesl
way to detect and extract the most reliable samples which are included in the weak training set. Moreover, few
samples are added by photointerpretation to integrate the missing information on classes which require HR
labelled pixels (e.qg., buildinor roads).

Finally, the classification of the time series of Sentinel 2 images is performed to produce the HR LC map for the
considered study areas.



Ref CCI_HRLC_PRVASR high resolution

g esa Issue Date Page -' land cover

l.rev0 29/10/2019 9 =

3.1.1 Satellite images

The considered study areas are located into the following four thematic regions (&ugdwtiling grid of
Sentinef2 products:

1 Amazonia area for 21KU@r8inel-2 tile;
1 Amazonia area for 21KXSEntinel2 tile;
1 Siberia area for 42WX&entinel2 tile;

1 Africa area for 37PCRIRinel-2 tile.

2018 Sentinel2  images downloaded through the Cop&us Open  Access Hub
(https://scihub.copernicus.eu/dhus/#/homeare used over the four GER LC areas for the year 2018. The
complete list of images is given in Table 1.

Tablel. List of SentineR data

Area Satellite # Products Date list(2018y)

201804-17; 201808-10;
201805-12; 201808-30;
201805-22; 201810-09;
201807-16; 201812-08;

Amazonia; 21KUQ S2 8

201802-23; 201806-23; 201809-11
201804-29; 201807-18;
201805-09; 201808-12;
201805-29; 201808-27,

Amazoniag 21KXT S2 9

201806-06; 201808-27;
201807-06; 20180901,
201807-21; 201811-08
201808-22;

Siberiag 42WXS S2 7

201802-06; 201809-24; 201812-23
201802-16; 201810-24;
201803-03; 201811-13;
201804-12; 201812-18;

Africag 37PCP S2 9

3.1.2 Method/algorithm/technique

Within this Section, several methods are presented aothparedas candidate approaches to be develop and
implementd in the optical image processing chain accordind-tgure2.

3.1.2.1 Optical data pre -processing

Thisstephas the purpose of generating a time series of images able to characterize thed#R4eSFirst, the
atmospheric correction is performed by using #pecific tools provided by ESthe Sen2Cor processor for Level
2A product generation in the Sentinltoolbox[8]. The main goal is to exploit the high revisit time of Sentinel 2
data to select almost cloud free images available on the consideraty sirea. This condition allows for an
accurate temporal characterization of the HR LC clasBgsanalysing the dense¢ime seriesof images
atmospherically correctedhe method automaticallyetrievesthe images having low cloud coveraggcordirg

to the available cloud andhadow masksThis is done by using the cloud masks genetate Sen2cof8]. Small
cloud gapsre filled according t¢9].
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The peculiarmulti-resolution property of 8ntinel 2 images involves four spectral banalsquiredat a spatial
resolution of 10 mgix spectral bandacquiredat a spatial resolution of 20 m and three spectral baadguired

at a spatial resolution of 60 m. Because #0m spectral bandare mainly dedicated to atmospheric corrections

and cloud screeninfi0], only the 10 and 20 m bandse used to produce the HRCmaps. A nearest neighbour
interpolation technique is used to match tispatial resolution of the 2th bands tathe 10 monesfor the entire

tie series The nearest neighbour interpolation technigue has the drawback of generating smoothed images, thus
losing in sharpness with respect to more sophisticated interpolation teglmsuch as High Pass Filter (HPF)
However,no new values are calculated by interpolatidrhis condition allows us to keep the original spectral
information recorded by the sensdFinally, we perform a spectral outlier detection and removal by discgrdin
the pixels having values higher than the 0.999 quantile lamer thanthe 0.001 quantileof the spectral band

A radiometric normalization is eventually applied to the interpolated images so that each spectral band is
rescaled between zero and one.

3.1.2.2 Training set preparation

Due tomissingtraining data, existing thematic products available at global scale are considered to produce the
training set. To extract samples able to represent the LC classes in the [éd@fldthree thematic products are
considered: (1) the 2015 ESA CCI LCavaitable at 300m spatial resoluti¢hl], (2) the 2015 Copernicus Global
Land Cover (GLC) map produced at 100m spatial resol[Rjnand (3) the Global Land Cover by National
Mapping Organizations (GLCNMO) produced at 1 km spatial resojL8bn

First, we rescale the existingCmap at 10 m spatial resolution anthen to convert the considered legend into
the required one To this end, we refer to the Land Cover Classification System (LL2|P8hichis thestandard
commonLClanguage for translating and comparing existing legef@ddle2 presents the translation of the
considered hematic products into the HRLC legend.

Table2. Training Set Production: the translation of the considered coarse thematic products into the desired map legend
is reported. Bare rocks, buHtip areas and bare soil classes are ingefvia photointerpretation.

CCIHRLC ESA CCI LC 2015 cGe GLCNMO |Photo Interpretation
Evergreen, broadleaf 3,9
Evergreen needleleaf 1,7
Deciduous broadleaf 4,10
Deciduous needle leaf 2,8
Shrubland 13
Permanent cropland 18,14
Annual summer cropland 12
Grassland 130
Lichens and mosses 16
. Permanent water bodies 21
Permanent snow and iceg 20
Beaches dunes and sand 17
Bare soils 16 X
Bare rock X
h Builtup areas X

Aweaktraining setproduction is performedby selecting from the available thematic nsthose samples having

the highest probability of belonging to areasrrectly associated to their lahdlany difficulties arise when
exploiting existinghematic maps generated with R&td characterized by properties different frorer8inel 2

images. Due to the coarse spatial resolution, the label assigned to mixed pixel is propagated to the pure pixels of
Sentinel 2 images. Moreover, the considered ntgre outdatedand thus,they are not completely reliable. To
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address all these issues, we perform an automatic and unsupervised analysis which extracts from the existing
thematic magsaweak but reliable training setFirst, arandom stratified sampling is performed by using th@

classs as strata. Five training sadre generated via bootstrap statistical method (e.g., without replacement)

and used to train an ensemble of statistically independent classifiinés condition allows us to generate an
intermediate thematic product obtairgt at 10 m spatial resolution by classifying the time series eftiBel 2

images. Only the areashere the ensemble of classifiers agree are kdptis condition allows us to increase the
probability of selecting reliable samples to prodube finalweaktraining databaseFinally, few samples were
added by photointerpretation for the classes that required a geometrical detail higher than the resolution of the
considered thematic products (e.g., building, roads, small bare soil areas).

Figure3 shows a qualitative comparison over a portion of the study area locatetilén21KUQ(Amazonia)
between: (a) the coarse thematic product obtained by merging@i@&.C, ESA CCI 2015 and the GLCNMO after
the legend conversign(b) the intermediate product produced by the ensemble of five classifie} the weak
training samples selected, and (d) a true colour composition of the Sentinel 2 amggaed on 17 April 2018

The qualitative example demonstrates the importance of generating the intermediate product at 10 m spatial
resolution to sharply increase the probability of selecting samples correctly associated to their labels with respect
to the ones that can & directly selected from the coarse thematic product.

(© (d)

Evergreen, Evergreen Deciduous Deciduous Lichens and
broadleaf needleleaf broadleaf needle leaf mosses
Shrubland Permanent Summer Grassland Permanerlt
cropland cropland water bodies
. . Beaches Permanent
Bare soils Bare rock Built-up areas ;
dunes, sands snow and ice

Figure3. Visual comparison of the: (a) coarse thematic product generated by mergingGe.C, ESA CCIl 2015 and the
GLCNMO after the legend conversion, (b) intermediate HR LC product produced by the ensemble of 5 classifiers, (c)
extracted weak training samples, and (d) true color composition of the Sentinel 2 image acquired on 17 April 2018.

3.1.2.3 Classification

Automatic classification is a crucial processing step to produce accurate LC maps. The selected classification
algorithm must achieve the best traddf between classification accuracy and computational burden due to the
need of processing huge amount of data.

By analysing the recent literature, the team identifiseveralsuccessful core approaches to the classification.
Some of them are now very consolidated, such as the Support Vector Machine (SVM) cladifisren the
almost unanimous consensus obtained itheffectiveness to generate HEC map. SVM classifierare based
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on kernel methods that have been extensively employed for the classification of RS data. In the considered
implementation, we exploit SVM with Gaussian Radial Basis Function (RBF) keoaglse ofts capability of
dealing with noisy samples in a robust way and to produce sparse solutions. A feature selection step is performed
to detect the feature subspace where the LC classes are more discriminable. In the considered implementation,
a Sequential Forard Floating Selection (SFFS) method based on the Jelflatysita distance as separability
criterionis used15]. The optimal kernel parameter§.e., the regularization parameter C and the spread of the
kernell ) areselected by a 3old crossvalidaion The LC maps generated by the SVM classifier are compared
with the ones obtained by usingfter classification algorithms wideBmployedto generate global LC maps
Random Forest (RE)6] and Maximum LikelihoofML)[17]. RF is @ommonly used classifiéor LCclassification

due to its capability of being robust tabel noise, yieldingigh classification accuracy with a low computational
complexity.In the considered implementation we follow the parameter setting suggested 8y namely the
number of trees to build equal to 20&nd thenumber of input features randomly selected by each node equal

to the square root of total number of featurgge., the total number of spectral bands of the time series of
Sentinel2 images).

ML isone of the most common basfgarametricclassifiers based on statistical approabki. is based on the
statistical representation of thelass distribution, thus achieving good accuracy for data with normal distribution
and often poor quaty for data with nonnormal distribution. Although ML are easy to understand and interpret,
they require a large training set with preferably only pure training samples. The last classifier used to generate
HR LC mapstise Artificial Neural Network (ANNINeural networks manage well with large feature space and
generally obtain high classification accuracy. Howettegy require a large diversity of trainirgget and are
computationally expensivelike other nomparametric methods, they are often a goadhoice for large LC
applications where the data distribution is unknowim the consideredmplementatian, we exploit a simple
feedforward neural network having one hidden layer characterized by ten neufdresteam is also evaluating
the possibility of s8ing sophisticated deep learning technique such as Long Short Term Memory cliifeer
extensively exploit the spectral information provided by the long time series of Sentinel 2 i(sageSDP v1)0
However,ground reference data ate mandatofgr the proper training of deep learning aritectures.

The weak training sets automatically generated for the considered study areas are used to train all the above
mentioned classification algorithms in order to compare their classification performances. Due to the missed
availability of ground rierence data, a qualitative analysis is carried out to determine the classifier able to
provide the best classification results.

3.1.3 Qualitative evaluation

In the following examples of qualitative analysis performed in the different study areas are repbBigedes4

reports a comparison of classification results obtained in Amazonia (tile 21KUQ). The low geometrical resolution
of the coarse thematic mag-{gure4b) is sharply improved in the HR classification maps. By comparing the LC
classes in th&ESRHR optical images used to perform the qualitative evaluation reskitgi(e4a), the best LC

map is obtained by using the SVNMdure4f). It is the only classifiethat correctly extracts the buildip areas.

The worst result iobtained bythe ML Eigure 4c), which misdassifes evergreen broadleaf agermanent
cropland.

Figureb5 presentsexamples of classification results obtained in Aama (tile 21KXT). In this case, there is small
correspondence between the coarse thematic produg(ire5b) and the LC in the scengigure5a). However,

the classification results accurately retrieve the geometrical detail of the scene, thus recovering the river, lakes
and road. All the classifiers correctly detect build up areas, river and lakes and obtain similar classification map.
To identfy the best classifier ground trutttata areneeded.
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(b)

(d) ®
Evergreen, Evergreen Deciduous Deciduous Lichens and
broadleaf needleleaf broadleaf needle leaf mosses
Shrubland Permanent Summer Grassland Permane_nt
cropland cropland water bodies
Bare soils Bare rock Built-up areas Beaches Permanent
dunes, sands snow and ice

Figure4. Visual comparison of the: (a) HR optical image used to evaluate the results obtained; (b) coarse thematic
product generated by merging the CGLC, ESA CCI 2015 and the GLCNMO after the legend conversion, (c) LC map obtained
by using ML, (d) LC map obtaindg using ANN, (e ) LC map obtained by using RF, and (f) LC map obtained by using the
SVM. The study ares in Amazonia (Tile 21KUQ).
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Figureb. Visual comparison of the: (a) Sentineirdage acquired on the ®May 2018; (b) coarse thematic product
generated by merging the CGLC, ESA CCI 2015 and the GLCNMO after the legend conversion, (c) LC map obtained by
using ML, (d) LC map obtained by using ANN, (e ) LC map obtained by usingdRf,la8 map obtained by using SVM.
The study area is in Amazoni@ile TLIKX)T

Figure6 represents the classification products obtained by the considered classifiéfida (tile 37PQPAN
evident orrespondence between coarse thematic products &ifd LC mapsan be noticed. The classification

map generated by the ML classifier is the only one where water and shrubland are corfiggeddc). One can
notice that thebuild-up areasare accurately classified in all the HR maps
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Figure6. Visual comparison of the: (a) Sentinel 2 optical image acquired on th&larch 2018; (b) coarse thematic

product generated by merging the CGLC, ESA CCI 2015 and the GLCNMO after the legend conversion, (c) LC map obtained

by using ML, (d) LC map obtained by using ANN, (e ) LC map obtained by using RF, and (f) LC map obtsingd3M.
The study area is located in Afric@lile 3rPCP).

Figure7 reports a comparison between the SVM classiftégre7b andFigure7e) and the African Prototype
produced by ESA CEidqure7c andFigure7f) on two areas located in Africa (tile 37PCR)e African Prototype

legend is converted into the HRLC one. From a qualitative analysis, one can notice that SVM correctly detects the
build-up areas, the shrdand and the permanent cropland areas. As expected, the geometrical detail of the HRLC
map is better than the one provided by the African Prototype.
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Figure7. Visual comparison of the: (a)(d) true color composition of Sentinel 2 image acquired on th&l8rch 2018;

(b)(e) LC maps obtained by using SVM, (c)(f) African prototype LC maps produced by ESA CCI converted to the HRLC map

legend. The study area is located in Africa (Tile 37PCP).

Figure8 represents the classification products obtained in Siberia (tile 42WX&)the other tiles, there is a
correspondence between the coarse thematic products and the classification results. However, the HR maps
sharply imprae the geometrical detail in the scene thus highlighting the presence of lynches and mosses. All the
classifiers correctly detect build up areas and lakes. From the visual interpretation point of view, Siberia is the
most challenging areas expected. This becausehe area is mostly coved with permanent water, shrubland,

lichens and mosseshich are difficulto be evaluated without reference data
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Evergreen, Evergreen Deciduous Deciduous Lichens and
broadleaf needleleaf broadleaf needle leaf mosses
Shrubland Permanent ummer Grassland Permane_nt
cropland cropland water bodies
Bare soils Bare rock Built-up areas Beaches Permaner_n
dunes, sands snow and ice

Figure8. Visual comparison of the: (a) Sentinel 2 optical image acquired on théJ2dy 2018; (b) coarse thematic
product generated by merging the CGLC, ESA CCI 2015 and the GLCNMO after the legend conversion, (c) LC map obtained
by using ML, (d) LC map obtained by using ANN, (e ) the LC maps obtained by using RF, and (f) LC mapbghisingd
SVM. The study area is in Siberililé 42WX$H

3.1.4 Final decision

According to thequalitative analysishe best LC maps are achieved by SVM and RF classifiers. However, SVM
better distinguishedetween build up areas and bare soil. This is dud&dapability of SVM of performing well

with small training datasetThusas training samples of buidp areasare added to the weak training set by
photointerpretation.ML presents the pooresesults by making many classification mistakekis is maily due

to the fact that the considered HR LC classes do not follow the normal distribution, thus leading to poor
classification performances. Although these Iprénary results are encouraging, ground reference data are
needed to perform a quantitative eluation and to achieve better classification results.
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3.2 SAR data

According to what is reported in the ATBBcument[AD5] Figure9 reports the general work flow for the kernel
of the processing chain.

ilteri Features
=—p| Speckle Filtering | s _,
SAR Filtered
. Training
> classifier Classification
Reference o, Training set

raw data data
Figure9. Block diagranfor SAR dataf the land cover map production procedure.

The referencedata is split into a training subset. The image data is propesppreessed in order to ensure
spatial and temporal homogeneity and then image features for the classification are extracted. After that,
classifier training and image classification arefpened.

3.2.1 Satellite images

The Round Robin has been voted in analysing the following three thematic regions accortiling tgrid of
Sentinel2 LevellC products

1 Amazonia area for 21KU®2Sile;
T  Amazonia area for 21KXT23ile;
 Siberia area for 42WX&2 tile.

Sentinell is the only source of radar imagesed in Round Robin. Leveldata processed into Ground Range

Detected GRD products, acquired in Interferometric Wide Swativg and available through the Copernicus

Open Access Hubtfps://scihub.copernicus.eu/dhus/#/hompwere used over the three Round Robin areas for

the year 2018. Theevetl GRD data contained the detected amplitude (phase information is lost) and are multi

looked to reduce the impact of speckle at a cost of reducing spasallution. The products are projected to

ground range using Earth ellipsoid model, generating images with approximately square resolution pixels and
square pixel spacinghe complete list of images is givenTiable3.

¢KS INBgAYy3I | @FAtlLoAtAGE 27T -BOFmMF&tial reyoRtior? dniSyfagenel | G St € A (
development of innovative and advanced methodologies in the context of the climate changeveitiati

3.2.2 Method/algorithm/technique

Within this Section, several methods are presented aathparedas candidate approaches to be develop and
implementedin the SAR image processing chaifrigure9.

3.2.2.1 Training set preparation
The training set extraction refers to procedure presented in section 8.2 of ATBD doci#bDé&itConsistent and
accurate training data that cover a large area isa@tilableand reference data originate from existing databases
have been used for classifier trainéldvo data sources have been taken into account:

A ESA CalC 201530m[20];

A GLCNMO 1kifi3];

Theseproductswere therefore combinedh order toensurea unique reference data sefhen, randomsampling
is applied for extracting a consistent set of training samples, as described ifADBD
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A set of classes of interest were defined, namely: evergreen broadéafavergreen needleleaf tree, deciduous
broadleaf tree, deciduous needleleaf tree, shrubland, permanent cropland, annual summer cropland, grassland,
lichens and mosses, permanent water bodies, permanent snow and ice, beaches, dunes and sands, bare sails,
bare rock and buitup areas fEigurel0).

In this document it is proved that the use of these combined data sources allows obtaining a classification maps
that is largdy independent from the random set of points used for training, hence effectively implementing an
automatic supervised approach.

Table3. List of Sentinell data

Area Section Satellite Band # Products Date list(2018y)

03-1003-2204-0304-1504-27
05-0905-2106-0206-1406-26
Upper S1B  VHand WV 25 07-0807-2008-0108-1308-25
09-0609-1809-3010-1210-24

11-:0511-1711-2912-1112-23
Amazonia; 21KUQ

02-26 03-1003-22 04-03 04-15
04-2705-0905-2106-0206-14
Lower S1B  VHand VWV 25 06-26 07-0807-2008-1308-25
09-0609-1809-3010-1210-24
11-:0511-1711-2912-1112-23

01-1603-0503-1703-2904-10
04-22 05-04 05-16 05-28 06-09
06-2107-0307-1507-2708-08
08-2009-0109-1309-2510-07
10-1910-3111-1211-2412-06
12-1812-30

Upper S1B  VHand vV 27

Amazoniag 21KXT

01-0403-0503-1703-2904-10
04-22 05-04 05-16 05-28 06-09
06-2107-0307-1507-2708-08
08-2009-0109-1309-2510-07
10-1910-3111-1211-2412-06
12-18

Lower S1B VH and VV 26

01-0803-0903-2104-1405-08
05-2006-1306-2507-0707-19
07-3108-1208-2409-0509-17
09-2910-1111-0411-1612-22

Sberiag¢ 42WXS - S1B  VH andvVv 20
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Mo data
1 Evergresn broadleaf tree
2 Evergreen needleleaf tree
3 Dedduous broadleaf tree
4 Dedduous needleleaf tree
5 Shrubland
B Permanent cropland
7 Annual summer cropland
3 Grassland
9 Lichens and mosses
10 Permanent water bodies _
11 Permanent snow and ice
12 Beaches dunes and sands
13 Bare soils
14 Bare rock
15 Built-up areas

FigurelO. Land cover classes for Sentiredata classification

3.2.2.2 Speckle filtering

The Levell products of Sentineél GRD data are calibrated and terrain corrected before@hgr processing

¢CKS LINBLINROS&aaAy3a Aa I 002 PhaiorknSKAPRofMGate poviigdiby F\f Foa | LILJE
speckle reduction two approaches haveebecompared. The first one is the Lee filter, one of the ‘etdwn

filters for despeckling and enhancing SAR images. It uses the minimum mean squard&t&H (iltering

criterionas explained if21]. The second approachtise multitemporal despeckling methodeveloped by Zhao

et al. in[22]. Ths filter is based on the calculation of a superage exploiting the spatial and temporal

information ofa SAR time serieBoth methods aim to enhance the quality of image by means an effective

speckle reduction and spatial resolution preservatidiut they have differentimpacts on classification
performance.

3.2.2.3 Feature extraction

Feature extraction methods encompasgsaracteristics and texture, structural and graph descriptdosimprove

the ability of classifier to recognize and discriminate the different environment textures and morphological
structures (e.g. urban areas, agritiiial crops, forests, etc.), the amplitude of VH and VV channels and their
combinations have been assumg8]. The feature extraction could bmarriedout considering both single and
double bands analysis.

In single band caseoif analyzing and exploring the spatial information contained in satellite images, a set of
filters that operate especially in spatial dom&iave been assumedhe rationale foselecting these algorithms

is especially due to their velocity of the execution and versatility. Although they might not be the most accurate
one, the possibility to apply them quickly to the SAR images in a large stack in a reasonable amount of time is an
invaluable asset for wide area processing. The implemented techniques are summarized in the following list:

1 Mean filteris one of the most widely used lepassfilters (LPF. It substitutes the pixel value with the
average of all the values in the locaighborhood (filter kernel).

1 Median filter, a noradaptive filter and replaces each pixel value with the median of the pixel values in
the local neighborhood.
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1 Lee filteris an adaptive filter based on minimum mesqguare error (MMSE) that converts the
multiplicative model into an additive one, thereby reducing the problem of dealing with speckle to a
known tractable case.

1 Minimum (maximum) filters a nonlinear filter that locatesthe darkest (brightest) point in an image. It
is based on median filter since it is defined as his Oth (100th) percentile, i.e. by considering the minimum
(maximum) of all pixels within a local region of an image.

In dual polarimetry analysisase, polarimetric information of Sentingldata were extracted using intensities of
the VH and VV channels, and several composite images given by:

1 Ratiag VV/VH;

T Sum VV+VH;

1 Mean, (VV+VH)/2;

1 Difference VMVH.
In this document, possible combinations of#e feature sets (and subset of) are compared and discussed, in
order toidentify a (sub)set of features for thegroper detection of theclasses of interest.

3.2.2.4 Classification

The global mapping systems using high resolution imagery could implement rideanced approaches based

on the definition of the classes. For classifying satellite imagessupervisedlassifies have beerconsidered

the RandomForest(RF and Support Vector MachinéSVM. They aresuperior to unsupervised methadnd

more robust[16]. Some erroneousreference datge.g., slightly outdated onegye aceptable irtraining[24].

The whole classificath chain habeen investigated on Sentin&ltime-series data assuming different scenarios.

Both RF and SVM classifier have been applied. The experiments presented in this documents are carried on two
sites of continental Amazonian regicsgeFigure3, which amounts to about 20.000 RKm

Figurell. Study areas (highlighted in red) referring to 21KUQ and 21KXT Ser2igehnules.

The RF was applied for classification performaeauationin the following cases:

1 Single image, single band analysis (VH band);
1 Single image, double band analysis (VV and VH);
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1 Multitemporal analysis, on the basis of a Sentihdime series.

The choice of parameters for the RF classifier is not very sensitive for this kind of pf@bleand onehundred
trees have been used.

In single band analysis, the VH channel of a single image hasdesidered and the speckle noise was reduced
applying nultitemporal despeckling gpoach. The classification was carried on features aimed to identify
textural and patial information of the scene (described in Sect®@.2.3. For double band analysis, also VV

channel has been taken account. The features given by VV and VH combinmetamratio anddifference have
been extracted and used in classification.

(d) (e)

() @) (h)
Figurel2. 21KUQ Amazonian tile: the figure shows a comparison among the satellite image (a); ESA CCI LC 2015
reference data (b), and classification maps using single imsiggleband (c), single imageouble band (d),
multitemporal sequence (e), multitemporal sequence with majority voting (f), seasonal multitemporal sequence with
three images per season (g) and seasonal multitemporal sequence with five images per season (h).
To carry out the multitemporal analysis, a time series of SenfindH images has been assumaitlimagesave
been divided according to annual seasongter, spring summerandautumn For each season, a multitemporal
despeckling filter has been comaa and subsequently applieddence,three filtered imageshave been
randomly choserior each seasofwith a total of twelveimages)and applied in input td&RF classifiefTo try and
improve the performancesf classification, more spatial and textural infiation have been added, by means
of a seasonal mean image. Two scenarios have been evaluatéa: first case the average of three images per




















































































