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1. Purpose and scope of this report

This document is a continuation from the 2016 wrs2 which reported on CMUG CCI
evaluations during Year 2 of Phase 2. Its purpsde assess the quality of the latest (final or
near final depending on availability) versions @&I@roducts and update feedback to ESA and
the CCI teams. This assessment is being condugtedebclimate modelling and reanalysis
centres in the CMUG consortium using CCI Phaset2 alad includes a wide range of data and
model interactions (assimilation, boundary condgiooptimisation, reanalysis, sensitivity
studies etc.). This second phase of evaluationiraoed to examine the following top level
guestions:
* Are the CCI data products of ‘climate quality’ iis.their quality adequate for use in
climate modelling, reanalysis and for wider reskagplications?
* Are the error characteristics provided by CCI pidwadequate?
* Do the products meet the Global Climate Observingt&n (GCOS) quality
requirements for satellite for Essential Climateigiales (ECV)?
» s the quality of the products sufficient for clitaaervice applications?

2. CMUG methodology and approach for assessing quality
in CCl products

This report describes the results in the last yWga€CMUG Phase 2 from CMUG Task 3
“Assessing consistency and quality of CCI productdie work is spread across fifteen Work
Package's(WP) listed in Table 1, which includes the CClguot being assessed, the CMUG
model being used to make the assessment, andph@tyglimate modeling experiment.

The CMUG results presented here provide informabonthe accuracy, consistency and
usefulness of the latest CCI data sets. The asahgsesses the suitability of the CCI datasets
for coupled climate model and reanalysis applicetiand evaluates the impact of the data
products on model based studies, including quaatin of the uncertainties associated with
both the models and the observations (see Tablhig.information is aimed at the CCI teams
producing the data but is also of use to other hiagecentres which will use CCl data in the
future.

The modeling experiments are described in theviotlg sections of this report, and cover the
following topics: assimilation of CCl data intomate models; cross assessments of CCl data
(those which have physical links/interactions); laggpions for reanalysis; integrated
assessment of CClI data in climate models; bounciandition forcing experiments; regional

L Three new WPs have been included in the CMUG wptak since version 1 of this report in June 2015.
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modeling; earth system process studies. The CMU& waported here was conducted with
the CCI data available at the time, which in ma@sdes were from the final Phase 2 Climate
Record Data Packages produced by the CCI projatitere the results are not yet available,
the section is marked “To be completed”. A planoedate of this report in the Autumn of

2017 will include assessments missing from thisioer.

Appendix 1 summarises the status of the reseasclitsdor each of the WPs contributing to this mepo
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CCI products
2
'g .g g § (G} g 'g
ARHHEREIERHEEE
CMUG Task 3: Assessing consistency and quality of CCl products
WP CMUG Model Ocean Atmosphere Land Experiment Type
3.1 FOAM X| X | X|[X Assimilation
03.1 NEMOVAR, ORA XX X]| X Assimilation and Detection
3.2 ERA-Clim X Assimilation
3.3 MACC-II X| X | X Assimilation
3.4 JSBACH, TM3 X| X | X]|X Assimilation
03.4 EC-Earth/CMIP5 X X| X[ X]|X X Assessment, evaluation
3.5 LMDz, ORCHIDEE X[ X ]| X]|X Boundary Condition
3.6 MPI-OM, MPI-ESM X X| X | X Assimilation (Polar Regions)
3.7 EMAC-MADE X X Comparison
3.8 RCA HARMONIE X X X Comparison/Eval (CORDEX Africa)
3.9 Arctic HYPE X X X |Assessment
3.10 CNRM-RCM X | X X X X Comparison (Med CORDEX)
03.11 EC-Earth3 X| X| X[ X Cross-assessment
3.12 BISICLES / FETISH X X Assessment, evaluation
3.13 GISM-VUB X Assessment, evaluation
3.14 EC-Earth/CMIP5 X X X Benchmarking, process study

Table 1: Summary of the CMUG Work Packages, CMU@eisp CCl products, and CMUG experiments for assgsyuality of the CCI products, as given
in this report. Includes the three new WPs addathduhe last two years of the programme.

50f 174



CMUG Phase 2 Deliverable

Reference: D3.1: Quality Assessment Report
Due date: June 2017

Submission date: 21 December 2017

Version: 4

3  Summary of CMUG Assessment of Quality by WP

3.1 Assessment of Marine ECVs in FOAM Ocean Model [WP 3.1]

Aim
The aim of this research is to make an integragsgssment of marine ECVs to assess their
consistency within a global and shelf seas regialzh assimilation environment, and to
provide an assessment of the uncertainty. It widirass the following scientific questions:
» Are the individual marine CCIl CDRs good enoughdssimilation purposes?
* What are the changes made to the analyses by &dsigthe CCI data?
» Are the uncertainties provided useful to assigreolation errors to the measurements?
* Are the four marine ECVs mutually consistent from @cean assimilation point of
view?

Key Outcomes of CMUG Research

 OC-CCI V1 products are of at least equal qualitptedecessor products, with some
improvements due to increased spatial coveragestatdity.

* Improvements are seen from OC-CCI V1 to V2 to V3.

» Assimilating OC-CCI data improves surface and sutiase model chlorophyll, with
some evidence of improvement in nutrients and caxaoiables.

* OC-CCl uncertainty estimates are beneficial foadetsimilation.

» Spatial and temporal features in the four marine/&@ppear consistent, with this
consistency also evident in resulting reanalyses.

* Information gained by assimilating CCI products dan beneficial for model and
assimilation development.

* Reanalyses assimilating CCI products produce t&alisariability in response to
climatic events, allowing their use as a tool flilmate studies.

Summary of Results

Initial work focused on assessment of the oceaourdCCl (OC-CCI) data for assimilation
purposes. This has now been extended to an inéehestsessment of all four marine ECVs.
The pieces of work are summarised in turn below.

I) Comparison of OC-CCI V1 and GlobColour

At the end of Phase 1, a global ocean reanalyssspraduced by assimilating OC-CCI V1
chlorophyll products into the FOAM-HadOCC coupldd/pical-biogeochemical ocean model
(Storkey et al., 2010; Palmer and Totterdell, 2d8&mmings et al., 2008; Ford et al., 2012),
covering the period from September 1997 to July22@br comparison, a reanalysis was also
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produced assimilating the predecessor GlobColoodymts, as well as a control run with no
data assimilation. A thorough assessment of thdtegsas been performed during Phase 2, and
a paper on the work has been accepted for puldicatithe forthcoming CCI special issue of
Remote Sensing of Environment (Ford and Barci€a /2

The OC-CCI V1 products were found to be of suffitiquality for data assimilation purposes,
and of at least equal quality to the GlobColourdoicis (more detail on the comparison with
GlobColour is included in the “Quality relevant ooines” sub-section below). Assimilating
OC-CCI chlorophyll data improved the model’'s reprgation of sea surface chlorophyll
compared with both satellite data sets, and atsmge of independet situ observations. An
example of this is shown in Figure 1, which plotinze series of sea surface chlorophyll from
all three model runs at the Hawaii Ocean Time Sg(#OT) site in the North Pacific, along
with in situobservations. The assimilation results in a muetteb match for both the magnitude
and seasonality of the observations. It is alse &bproduce a reanalysis which is stable with
time whilst displaying inter-annual variability.

Surface chlorophyll at HOT
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Figure 1: Time series of modelled and observedroplayll concentration in the surface 10 m at the

HOT site. Observations have been obtained from/kighana.soest.hawaii.edu/hot.

The largest impact of the assimilation was on s@dase chlorophyll, but an improved
representation of chlorophyll was also found thioug the water column, including an
improved representation of deep chlorophyll maximlaich are an important contribution to
global primary production and not directly obsenbgdocean colour sensors. Corresponding
changes were found in phytoplankton and zooplankiomass, although limited observational
data are available for validation. Changes to antrconcentrations were small, with some
evidence of improvement compared withsitu observations. This is an important result, as
some studies have found a degradation of nutrugso chlorophyll assimilation.

Validation has also focused on the impact of tlsnaisation on the model carbon cycle, as this
is of particular relevance for climate studies. ifalion has been performed against surface
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fugacity of carbon dioxide (fC£) observations from the SOCAT V2 database (Bakkail.e
2014). Overall, the effect of the chlorophyll asi#ation was small compared with the
magnitude of model biases. In part, this is becdheee are large physical controls on the
carbon cycle. The impact on these of additionabirilating physical ECVs is being addressed
as part of the integrated marine ECV assessmeaitetébelow. In regions of strong biological
activity, the chlorophyll assimilation was found have a beneficial impact on air-sea 2O
fluxes, an example of which is shown in Figurer2sdme areas, the assimilation was found to
improve representation of the biological componahnthe carbon cycle, but overall degrade
fCO2 compared with observations due to compensatiregseim the physical component of the
carbon cycle. This provides important informationroodel biases which can be fed back into
model development activities. Again, the impadhiese cases of combined assimilation of all
marine ECVs is being assessed as part of the atehmarine ECV assessment detailed below.

e f o] B | - R
Figure 2: June mean air-sea G@ux (mol C nif yr') in the North Atlantic from a) climatology of
Takahashi et al. (2009), b) FOAM-HadOCC control reqnalysis assimilating GlobColour data, d)
reanalysis assimilating OC-CCI data. Positive valuepresent a flux into the ocean. The reduction in
spurious outgassing in the centre of the domar) iand d) compared with b) is due to the assinalati
reducing the chlorophyll bias in this area. An attative version of this figure, not including OC-CC

data but mentioning the CCI project, has been ghigld in Gehlen et al. (2015).
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i) Comparison of OC-CCI V1, V2 and V3, and use for CMEMS

Technical issues with the OC-CCI V1 products weygorted on during Phase 1. OC-CCI V2
products were released in April 2015, and CMUG hiagted these in comparison with V1.
The Product User Guide was expanded on and impyqeaticularly regarding use of the
uncertainty estimates, which is highly beneficiat tisers. The V2 products were not quite
“plug-and-play” with the V1 products, since the iafite names for the chlorophyll uncertainty
have been changed in the NetCDF files. Whilst stescy between releases is generally
preferred, in this case the change of variable naualees the contents of the variable clearer,
so is a reasonable change to have made. Minor atatadors which had been identified in the
V1 products were corrected, and no new errors ifiletht Short like-for-like assimilation runs
were performed with FOAM-HadOCC using the V1 and pM®ducts, with similar results
obtained, but small regional differences, indiogitthe V2 products to be of at least equal
scientific quality to the V1 products, as well dsroproved technical quality.

OC-CCI V3 products were then released in Augus62@hd updated in May 2017. The V3
products were “plug-and-play” with the V2 produ@hlowing the new products to be used with
no system changes, which is extremely importanhfeouser perspective. A major scientific
development for V3 was to introduce a blend of ahpdyll algorithms based on water type,
increasing the applicability of the products to €aglargely coastal) waters. This has allowed
the assimilation of V3 OC-CCI products in a reaseypf the North-West European Shelf Seas
which is currently being produced for release tgiothe Copernicus Marine Environment
Monitoring Service (CMEMS). The assimilation of seeproducts has been found to improve
the consistency of model chlorophyll values wittl@pendenin situ observations, both on and
off the continental shelf. In particular, the tigiof the spring bloom is much improved by the
assimilation. In sediment-dominated coastal watdre, OC-CCIl products can still over-
estimate chlorophyll compared with situ observations, suggesting further research is still
required to improve the accuracy of these globadlpcts in complex regional seas. However,
in these regions the uncertainty estimates provid@d the OC-CCI products appear to
accurately reflect these differences. Whilst insight in situ observations exist to perform a
detailed study, this suggests that the uncertastynates are of good quality and confidence
can be had in their use. The assimilation methagohas therefore been developed to make
direct use of these uncertainty estimates, whishlted in a further improved match of model
chlorophyll values with independeint situ observations.

iii) Integrated assessment of marine ECVs

The assessment of OC-CCI V1 products has beendeddo an integrated assessment of the
four marine ECVs, ocean colour (OC), sea surfatpézature (SST), sea level anomaly (SLA),
and sea ice concentration (SIC). The model andndasion framework is still FOAM-
HadOCC, but upgraded to use the GO5 configuratidtheoNEMO ocean model (Megann et
al., 2014) and the 3D-Var implementation of the NEWAR data assimilation scheme (Waters
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et al., 2015). Surface forcing comes from ERA-Ime(Dee et al., 2011). Some runs have
included the assimilation ah situ temperature and salinity (T&S) profiles from th&l4&
database (Good et al., 2013), in order to assessdimplementarity oin situ and remote
sensing observations. An overview of results iegihere; more detailed assessment will be
presented in a publication currently being prepdoedubmission to a peer-reviewed journal.

The CCI products used are the latest that wereigylveleased at the time this work was
started: V2 OC, V1.1 SST, V1.1 SLA, and OSI SAF isea The use of OSI SAF rather than
CCl seaice was on the advice of the sea ice G {gvho also produce OSI SAF), who could
not recommend use of their CCI products if wishimgerform a consistent assessment through
the year 2002, as required for this work. In otdegprovide an assessment of the final Phase 2
CCI products for each ECV, including sea ice, aditawhal run has been performed using the
latest products (V3.1 OC, V1.1 SST, V2.0 SLA, V&IT), documented at the end of this
section.

Following processing of the observations and assediinputs (e.g. mean dynamic topography
for SLA), two sets of model runs have been perfarméh FOAM-HadOCC, summarised in
Table 2. Long 1° resolution runs covering the cuaping period of the data sets (1998-2010)
have been used to assess the consistency of nmiaakvariability and the response to climate
drivers such as the El Nifio Southern OscillatioN$©). Higher resolution 0.25° resolution
runs covering the final three years of this perf@d08-2010) have been used to assess the
consistency of spatial features. In each casegtlsel non-assimilative control run, runs
assimilating each ECV individually, a run assimiigtthe ECVs in combination, and runs using
other selected combinations of products. The impachon-observed variables of climatic
importance, such as air-sea £fdxes, has also been assessed.

Run OoC SST SLA SIC T&S
Free

OoC X

SST X

SLA X

SIC X
OC+SST+SIC X X X

OC+SST+SIC+SLA X X X X
OC+SST+SIC+SLA+T&S X X X X X
SST+T&S X X
SLA+T&S X X

Table 2. Model runs performed, with X marking teeimilation of a particular variable. Each run has
been performed at both 1/4° from 2008-2010 anddh f1998-2010.
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When assessing the consistency of observation pr®duwy performing data assimilation
experiments, it is important to distinguish betweghnat the results are saying about the
observations, and what the results are saying aheunodel and assimilation system. In the
latter case this is still vital information for eiate modellers, as it means the use of the
observation products allows the partitioning obesr which can inform the future development
of reanalysis systems. For instance, it would tively be expected that if the satellite ECV
products are consistent, then the assimilatiomef\ariable would improve the simulation of
another. This has been investigated in these antsfound to not necessarily be the case, but
further assessment has demonstrated that thisghdighting issues with the assimilation
scheme, rather than inconsistencies in the CClymtsd For instance, when assimilating SST
and SLA in combination, the mean assimilation inoeats for each field are larger than when
assimilating the variables individually, indicatititat the assimilation has to overcome larger
biases despite the extra information. This hasetkelpghlight an issue with the way in which
the assimilation scheme propagates information frleensurface ocean throughout the water
column, and so is not a reflection of the consisyenf the input observations. Similarly, the
assimilation of physical data, in particular SLAdam&S, has been found to degrade the
simulation of biogeochemical variables, due to asalved problem within the scientific
community that physical data assimilation can caspgarious vertical mixing (see e.g.
Raghukumar et al., 2015, While et al., 2010), bhriggexcessive nutrients and carbon to the
surface and fuelling production. However, for timawdation of chlorophyll, the assimilation of
OC-CCI products has been found to effectively ratiggthis.

Despite the issues with the assimilation that uséhe CCI products has highlighted, the
experiments are still able to provide valuable infation about the consistency of the CCI data
sets. An example is shown in Figure 3, which shithesspatial gradients of different variables
in the Gulf Stream region of the North Atlanticy Bin example month (June 2009). For SST,
SLA, and logo(chlorophyll), the satellite observations over thenth have been binned into
1/4° boxes, and the spatial gradients calculateldpsoited (Figure 3a-c). The 1/4° model runs
have been sub-sampled at the observation locatindgimes, and binned and processed in
exactly the same manner. The resulting gradieetplatted for the free run (Figure 3d-f) and
the OC+SST+SIC+SLA assimilation run (Figure 3ghi)the SST observations the gradients
seen mark the northern extent of the Gulf StreahilstMn the SLA observations the gradients
show eddy activity within the Gulf Stream. The eslgd these gradients match neatly,
demonstrating the position of the Gulf Stream tocbesistent in the SST and SLA CCI
products. A less clear relationship is expecteth Witno(chlorophyll), due to the complexity of
the underlying dynamics, but given the SST and §taldients, and expected nutrient gradients,
the OC products appear consistent with the SSTSAdproducts. In the model free run the
SST gradients are well represented, but there ssfficient variability in the SLA and
logio(chlorophyll) fields, as would be expected from esidy-permitting rather than eddy-
resolving resolution model. When the ECVs are agsied in combination, the representation
of gradients in all fields is greatly improved cosmgd with the observations. Crucially, the
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consistency of spatial gradients in the differealds is maintained, with assimilation of CCI
products giving a consistent reanalysis produanil&r conclusions are reached when an
assessment of frontal positions is performed inNbegh Atlantic (not shown). For instance,
assimilating only SST gives a better match of thsifpns of logo(chlorophyll) fronts with a
run assimilating OC data than the free run doess $thggests a consistency of information
about spatial ocean dynamics in the OC and SST d&fd, which is being successfully
transferred to model reanalysis fields.

Assim, g

< e i3
oc+ K 3
SST+'”./# Sl

0 10 0 05 0 0.5

Figure 3. Spatial gradients of SST, SLA andd@@lorophyll) in the Gulf Stream region of the Nort
Atlantic, for June 2009, from a-c) CCI data, d-#Lfree run, and g-i) 1/4° run assimilating ECVs.

Another important area in which to assess the starsty of the CClI products is around the
edge of the sea ice extent. There is an obvioasioakhip between SST and the presence of
sea ice, and there can often also be observedsmt@alogical activity around the sea ice edge,
due to changes in stratification and light limibaiti For an example day (01 June 2009), Figure
4 shows the chlorophyll concentration in the Arcicean, overlaid by the sea ice extent as
defined by the 15% ice concentration contour, flO@1 products and three of the 1/4° model
runs. In the observations plot (Figure 4a), thephyll concentration plotted is from the OC-
CClI 5-day composite containing 01 June 2009, irotd reduce gaps due to cloud cover, and
the ice extent comes from the L4 OSTIA reanalysiedpct produced by SST-CCI,
incorporating CCl SST and OSI SAF SIC data. Theeenfgghe OC coverage and the edge of
the ice extent generally match well, suggestingsistency of ice extent in both products.
Where there are OC observations within the 15%acgour, such as in the Greenland Sea, ice
concentrations in these regions are still well aell0%, so OC data would be expected,
especially in a 5-day composite. A chlorophyll btocs observed in the Barents Sea, near the
sea ice edge. The model free run captures thigrb(éagure 4b), but it is too large and extends
too far into the Norwegian Sea. The representaifanis much improved when OC-CCI data
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is assimilated (Figure 4c), but uncorrected eritoithe sea ice extent prohibit the capturing of
the details around the ice edge. When SIC datddgianally assimilated (Figure 4d), the ice
extent is better represented, allowing the detditae chlorophyll bloom to be better captured.
This further demonstrates consistency between @\éskand that for the best reanalysis results
they should be assimilated in conjunction with eaitter. Assimilating the ECVs together also
gives more variability in modeled chlorophyll cont@ations under sea ice. Lack of
observations prohibits the validation of these ltssbut recent studies (Horvat et al., 2017)
suggest such blooms are to be expected.

Chlorophyll (mg m~2) and ice edge (15%)
01 June 2009

a) Observed

E
" 3

Figure 4. Chlorophyll concentration on 01 June 20a$n a) OC-CCI data and b-d three 1/4° model
runs. Overlaid in red is the sea ice extent asefiby the 15% concentration contour from a) SST-CC
L4 OSTIA reanalysis and b-d) the corresponding rhbelels.

An important feature for climate studies is theafitic Meridional Overturning Circulation
(AMOC), and recent studies have begun to assesephnesentation of AMOC variability in
assimilative reanalyses (Jackson et al., 2016urgi§ shows a Hovmoller plot of the AMOC
at 26°N from 2008-2010, from independeint situ observations at the RAPID array
(http://www.rsmas.miami.edu/users/mocha/mocha_tesin), and different 1/4° model runs.
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A clear feature in the observations is a large dlmmn in the AMOC around January 2010,
which has been linked with extreme weather eventse Northern Hemisphere (Bryden et al.,
2014). CMUG work has also demonstrated an impadhenvariability of the carbon cycle
(Ford and Barciela, 2017), benefitting from themadation of OC-CCI data. This event is well-
captured by the free-running model, suggestingvtireability to be largely atmospherically-
driven, supporting the conclusions of Roberts g24113). However, as with most forced ocean
models, the magnitude of the AMOC is consisterdly weak. When CCI ECV products are
assimilated (SST+SIC+SLA; OC assimilation has npdaot on the physical circulation in these
runs), the magnitude of the AMOC is duly strengteerbut there is a negative impact on the
sub-surface variability. When situ T&S data (not including the RAPID data) are askited

in addition to the satellite products, this gives best representation of the AMOC of all the
model runs. This demonstrates that whilst satell{fd/s have an important role to play situ
observations are also required in order to accyratgpture the ocean circulation and sub-
surface variability.

Observations
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Figure 5. Hovmoller plot of the AMOC at 26°N frotARRD observations and three 1/4° model runs.

As stated above, in order to assess the final Ph@seducts for each ECV (apart from SST,

whose Phase 2 release is not expected until M&t8)2an additional run has been performed
using V3.1 OC, V1.1 SST, V2.0 SLA, and V2.0 SICisTitepeats the 1/4° OC+SST+SLA+SIC

assimilation run for the year 2008. For SIC a ce@t25 km or 50 km resolution is available,

and the higher resolution product has been used.

14 of 174



CMUG Phase 2 Deliverable

Reference: D3.1: Quality Assessment Report
Due date: June 2017

Submission date: 21 December 2017

Version: 4

<HEET 0 <4

; ‘ ‘ ‘ | >
0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0
Figure 6. Model Antarctic sea ice concentration f&1" December 2008, assimilating

OC+SST+SLA+SIC. Left: using OSI SAF SIC, rightngsCCI V2.0 SIC.

In terms of model SIC, the spatial patterns ofdoacentration are very similar whether OSI
SAF or CCIl V2.0 products are used, but as showRigure 6, the higher resolution V2.0
observation product allows the model to capturerfofetails in the structure of the sea ice. In
turn, this should allow more detailed study of Eoghemical and other processes around the
ice edge.

The conclusion from the previous runs was thatlfierent ECVs appear to be consistent, and
this is maintained with the updated product versigks an example, Figure 7 shows spatial
gradients of observation and model fields for Deloen2008 in the South Atlantic sector of the
Southern Ocean, calculated in the same way asidoird-3. There are no major differences
between the two sets of observations, althoughvéh& OC data extends further south, better
matching the sea ice concentration and the SSTSaidcoverage. In the Agulhas region in
particular the SST and lagichlorophyll) gradients match up very clearly, demsioating
consistency in placement of the detailed curreatui@s in this area. These are in turn consistent
with the eddies seen in the SLA products. Both sesoducts improve the spatial features of
all model fields compared with the free run, angl tbnsistency between the ECV products is
maintained in the resulting reanalyses.

15 of 174



CMUG Phase 2 Deliverable

Reference: D3.1: Quality Assessment Report
Due date: June 2017

Submission date: 21 December 2017

Version: 4

Obs | ¥
orig. | =%

Obs | |
new |-

Free

Assim
orig.

Assim
new |-

Figure 7. Spatial gradients of SST (column 1), &clumn 2) and log(chlorophyll) (column 3) in the
South Atlantic sector of the Southern Ocean indgdhe Agulhas region, for December 2008. Row 1.:
Original CCI data used (V1.1 SST, V1.1 SLA, V2.0;@8w 2: new CCI data used (V1.1 SST, V2.0
SLA, V3.1 OC); row 3: 1/4° model run with no as&tion; row 4: 1/4° model run assimilating original
data; row 5: 1/4° model run assimilating new data.

Similar experiments to those detailed here have lz¢en performed at ECMWF as part of WP
03.1, results from which are presented in Secti@mo8this report. In particular, both centres
have assimilated the marine ECVs combined mititu T&S profiles into a 1° model covering
1998-2007. In each case the base model and adsmmilaode was NEMO v3.4 and
NEMOVAR v3.0. However, despite these similaritidsg way in which the assimilation is
applied for each variable differs in many key aspé@aters et al., 2015; Zuo et al., 2015).
This gives an opportunity to compare the interactietween the CCI products and the
assimilation methodology.
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Figure 8. Mean SLA assimilation increments for 22987 from 1° SST+SLA+SIC+T&S assimilation
runs. Left: WP 3.1; right: WP O3.1.

Figure 8 shows the mean assimilation incrementsert@mthe model SSH fields over the period
1998-2007 in the 1° SST+SLA+SIC+T&S runs from a) WR and b) WP 0O3.1. Broadly
similar patterns are seen in a number of regioreach case, in particular the Tropical Pacific
and North Atlantic, suggesting that the products being similarly exploited to address
common model biases. The differences in smalldesbetails in these regions will be largely
due to technical differences between the two asimn schemes, such as choice of error
covariances and correlation length scales. Thements are more distinct in other areas, such
as the South Pacific, reflecting model and asstioitesensitivity, and a latitudinal cutoff in the
SLA assimilation in WP 03.1. Such comparisons aatuable for learning about the
assimilation methodologies, and can form the bakisngoing collaboration to improve the
assimilation schemes and the use of CCI produatsoatel reanalyses.

Quality relevant outcomes

A comparison between the OC-CCIl V1 and GlobColobseovation products has been
performed to assess their stability and spatiaécage, building on that reported on at the end
of Phase 1. GlobColour has greater spatial covgpage to 2002, as it uses an older NASA
SeaWiFS processing which discards fewer data pdagtsveen 2002 and 2012, OC-CCI has
greater coverage as more use is made of MERIS dhia.is of particular benefit to the
assimilation in certain regions, such as the Maarén upwelling region and the Arabian Sea
during the Asian monsoon period, which were poodyered by GlobColour. There is a lack
of in situ observations with which to validate the resultghase areas, but the model fields
when assimilating OC-CCI data are in line with gagive expectations. Furthermore, carbon
cycle variables are improved in these regions vdssimilating OC-CCl data, as a result of the
improved coverage. The global mean and spatiatiatardeviation of the OC-CCI chlorophyli
products are also more stable with time than fabGllour. A reduction in variability is noted
when MERIS is introduced in 2002, which could be tlu differences in the properties of the
sensors, or could simply be an artifact of the snddcrease in the number of data points. Such
features are less clear in the reanalysis fiekl$) some extent the model acts to smooth these
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out. Overall, very similar results are obtained thiee OC-CCI or GlobColour products are
assimilated, but where differences are found, tiseeexidence that results are improved due to
the increased spatial coverage and improved diabilthe OC-CCI data. Coverage is further
improved in the V2 and V3 products, which is oftlfr benefit. The uncertainty estimates
provided with OC-CCI products have been found tcueately reflect differences compared
with independent situdata, and are being successfully used in the dason for a reanalysis
of the North-West European Shelf Seas being pratifemeCMEMS. Use of these uncertainties
in the assimilation leads to improved model restdtsipared with then situ observations. The
uncertainties are also used in the quality corgtep for global assimilation studies. The only
issue found was that not every observation hasragmonding uncertainty, as reported during
Phase 1, leading to these observations being atit@ityarejected. This is a known issue which
the OC-CCI team is aware of.

Along with the OC-CCI data, the SST-CCI and SL-@@ta were able to be processed and
assimilated with no more than the expected eflequired for the assimilation of a new data
type. On the whole the assimilation was succesgthlno special tuning required (e.g. of error
covariances), although there was an issue on 18iMNbegr 2000 with a few extreme SLA values
associated with the Geosat Follow-On mission cgusie model to crash. It is unclear whether
or not these values are realistic, but for assiiifestability the assimilation of SLA needed to
be turned off for this single day. This has begroreed to the SL-CCI, who advised a threshold
to apply for this mission for assimilation purpases

As explained above, OSI SAF sea ice products haga bsed rather than CClI products. When
CMUG researchers initially attempted to contact slea ice CCl team about using their
products, no helpdesk email address was apparetitetmwebsite (unlike for other ECVs),
only an email address for the science lead. CMU@islil to this address went unanswered. A
contact in the SST-CCI was able to put CMUG in aohtvith a member of the sea ice CCI
team who could answer the queries, but this istm®tmost efficient route for a user to get
support. It is also a concern that the CCI V1 pobdsinot deemed consistent before and after
2002, and the V2 product only begins in 2002, megatinat an alternative product must be
recommended for assimilation into long-term reasedy an important application of CDRs.
Whilst scientific reasons have been given for tkeeiglon, it is likely to limit user uptake.
Furthermore, whilst not tested in these experimehesdecision to not filter spurious noise in
the V1 products would be expected to cause issudhd assimilation, as reported in WP O3.1
below. This appears not to be an issue for the Mdayrts.

All the assessment performed by CMUG so far, sunsadrabove, concludes that the four
marine ECVs are consistent in terms of their splgures and temporal variability. When the
ECVs are assimilated into the model the featurescamsistency are maintained, which is a
highly positive result, meaning the use of the Q&bducts in combination can be
recommended. There is an outstanding issue thatgkanilation of one ECV does not
necessarily improve the simulation of another,thigt has been traced to issues with the model
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and assimilation scheme, rather than the CCI obfiens. In fact, their use is able to help
highlight such issues, which is invaluable for fetbeanalysis development.
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3.2 Integrated assessment of Marine ECVs in the ORA system
[WP 03.1]

Introduction

The aim of this WP is to perform an integrated sssent of CCl SST, SSH and SIC via
assimilation using the ECMWF Ocean ReAnalysis (OBggtem. The focus is on multivariate
detection of climate variability and change pattemthe set of CCI ECV in comparison with
independent observational products.

The baseline ocean assimilation system ORASS5 usethis WP is closely related to the
ORAPS5 system described in Zuo et al. (2015) ands@le et al. (2015). It uses the ORCAL
global configuration of NEMO 3.4 forced by ERA-Inte (bulk formulas). Subsurface
observations from EN4, SLA from Aviso V5, and SiGrh OSI-SAF are assimilated using a
3DVar-FGAT algorithm with a 10 day assimilation wow. SST is restored to observations
from HadISST2 with a restoring strength of 200 VAKt.

Initial offline-inspection of the data has showattthe major climate modes of variability and
change are very similar to pre-existing ECV datts,sas are the cross-variable statistics.
However, for data assimilation, small difference®ne variable can be amplified, or interact
with how other variables are simulated. Therefare focus our discussion on the results of a
series of assimilation experiments. In these a&siiom experiments (see Table 3),
observational products in the baseline assimilagiymtem are exchanged one by one with their
CCl equivalent, with an additional experiment whirdes all marine CCI-ECV considered here
together.

The following CCI data products were used:

» Sea surface temperature: level 4 data, analysgdmaan at 20cm depth on 1/20 degree
regular grid, version 1.1, available 1992—2010

» Sea surface height: level 2 data (along-track afiemeeferenced to DTU10 mean sea
surface), and level 4 data to calculate global ms=en level for freshwater budget
corrections, available 1993—2012

» Sea ice concentration: level 4 SSMI data, analgsdélg means on EASE2 hemispheric
grids with 25km resolution, available 1992—2008
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'ORAREF | HadISST2 OSI-SAF Aviso 1975 2014
JORAICCISSSTY cclvil OSI-SAF Aviso 1992 2010
JORA'CCISSICT| HadISST2 CCI SSMIv11l Aviso 1992 2008

JORACCISSEAY HadISST2 OSI-SAF CClvil 1993 2013
JORACCIFALL| cClvll CCISSMIvll CClvlil 1993 2008

Table 3: Overview of assimilation runs

Ingesting ESA-CCI SST in the ORA system

This discusses results from the assimilation expant ORA CCI-SST that ingested SST from
CCl v1.1 instead of HadISST2. As shown in Figuré¢h@, variability and trend of global CCI
SST agrees well with the non-ECV data set HadIS$Rvever, CCl SST are warmer by a
constant amount of 0.05K. Global SST in the twanasgtion experiments ORA REF and ORA
CCI-SST reproduce trend and variability of the talwservational products very well, each
being close to the observational product which ingested into the system. The fact that the
ORA CCI-SST experiment simulates SST which arenoftalfway between HadlSST2 and
CCI-SST suggests that subsurface ocean observatiiier atmospheric forcing in the ORA
system favour SST that are cooler than CCI-SSTwaumer than HadISST2.

To understand better the potential causes for rdifiees between CCI-SST and HadlSST2,
maps of regional biases and trends are neededhodmsin Figure 7 (left), there are systematic
regional modulations to the global-mean warm off8&eraged over the whole data set 1992-
2010, the tropical oceans tend to be 0.1 to 0.3anver in CCI-SST than in HadISST2.
However, CCI-SST are more than 0.2 K cooler inNbeth Pacific, and more than 0.5 K cooler
in the Sea of Okhotsk. These regions are amongntis cloudy in the world (Warren et al.
2015), which is challenging for satellite-only Sgfoducts. The North Atlantic exhibits a
complex pattern of cold and warm differences, whialght be partially related to boundary
currents and the presence of sea ice.

From Figure 7 it can be seen that the assimilatigstems tends to dampen the differences
between the two data sets: in ORA CCI-SST, thadaebpceans SST is slightly cooler than in
CCI-SST, and slightly warmer than it in the NortacRic. Disagreements in the upwelling
regions of the west coast of South America andcafeare apparent, which might be partly due
to well-known model biases in these regions.
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Figure 6: Global-mean SST in the observational dsgtés HadlSST2 and CCI-SST, and the
assimilation experiments ORA REF and ORA CCI-S8T 1892—2010.
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Figure 7: SST difference averaged over 1992-2010dxn (left) ORA CCI-SST and ORA REF,
(right) CCI-SST and HadISST2.

SST trends over the period 1992-2010 are not uniftmut depend on the ocean basin. While
the Indian Ocean warmed at a rate of 0.1 to 0.®Kdpcade, the Pacific exhibited a PDO-like
pattern of warming SST in the west Pacific and ic@pISST in the east Pacific, with a
superimposed warming (Figure 8 left). The Atlantvarmed throughout, with a marked
amplification at mid- and high northern latitudesyere warming in excess of 1 K per decade
occurred. Differences in trends between observatidata sets are not small (Figure 8 middle).
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Over the western boundary currents, the warmi@@hSST was up to 0.5 K per decade less
than in HadISST2, whereas other regions like thee @e€khotsk and the Labrador Sea show
up to 0.3 K per decade more warming in CCI-SST timakladISST. The impact of in-situ
observations is also clearly visible in the trefffiedence: it takes the form of linear features
corresponding to busy shipping routes. In the ORs&irailation experiments, the trend
differences in the observational data sets areodeymed (Figure 8 right). The patterns of the
trend differences are very similar, but the ampktus generally damped, similar to what was
found when discussing differences in the mean .state

Despite the differences discussed above, monthgrnamomalies of SST are well correlated
both between the two data sets, and between thelmimdulation and the data sets (Figure 9).
Correlations between ORA CCI-SST and CCI-SST aregdly 0.95 or higher, except in the
presence of mesoscale eddies in the Southern @oektie western boundary currents, where
correlations are degraded to values of 0.5 tol0ig.worth noting that the SST correlation is
stronger between ORA CCI-SST and CCI-SST thanlietsveen ORA-REF and HadISST2.
This suggests that CCI-SST is better suited foestign into the ORA system than HadISST2.

The stated uncertainties of the CCI-SST analygi€ansistent with uncertainty estimates from
other sources. As Figure 10 (left) shows, the CET-@nalysis uncertainty of daily fields time-
averaged over 1992-2010 is mostly below 0.3 K m ititerior of the ocean basins. Higher
uncertainty exists in eddy-rich regions in the Gslfeam and Kuroshio Current, and in the
Southern Ocean. There, uncertainties exceed lKarelareas. Regions characterized by
upwelling off the tropical west coasts of South Aio@ and Africa also have elevated
uncertainty levels of 0.5 to 1K. In the Arctic Ooe&CI-SST uncertainty is high, and looks
like a heavily interpolated field. Given that seaface temperatures should on average deviate
only very little from the freezing point of sea wgtand given that remote sensing of SST in
the presence of sea ice is difficult or even imfimsswe suggest that neither the absolute values
nor the uncertainty estimate of CCI-SST in the ir€icean should be used.

It is instructive to compare the CCI-SST analysisartainty (Figure 10 left) with the RMS
difference between CCI-SST and HadISST2 (Figurenititlle) and the ORASS ocean analysis
ensemble spread (Figure 10 right). The same spmttdrns of different uncertainty levels are
present in both. Compared to the CCI-SST analystemtainty, the overall magnitude of the
RMS difference between CCI-SST and HadISST2 iselargghereas the magnitude of the
ORASS5 ensemble spread is smaller. Overall, basdlismomparison with other estimates of
uncertainty, the CCI-SST uncertainty estimates spkmsible and should be very useful for
data assimilation and model validation applications
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Figure 8: SST trend 1992-2010 in CCI-SST (left)] arend difference between (middle)
CCI-SST and HadISST2, and (right) ORA CCI-SST éRé4 REF.
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Figure 9: Correlation of monthly-mean SST anomaliean 1992—2010 between (left)
ORA-REF and HadISST2, and (right) ORA CCI-SST &DdSST.
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Figure 10: Comparison of SST uncertainties, avedageer all months 1992-2010. (Left)
CCI-SST analysis uncertainty, (middle) RMS diffeeelbetween CCI-SST and HadISST2, and

(right) ORASS5 ensemble spread.

Assimilating ESA-CCI sea-level anomaliesin the ORA system

We now briefly discuss the assimilation experim@RA CCI-SLA, where CCIl v1.1 sea level
anomalies were assimilated in the ORA system idsbéshe Aviso sea level anomalies in the
reference experiment ORA REF. We encountered tafonieal issues with the data, and we
propose to address these in future data versionsdeease suitability for modelling
applications:
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1. Due to the details of the analysis method, the M$§tidded data contains spurious data
over land points, but does not provide a land-saskmrThis is a well-known problem,
but since it is not documented in the data theneseli is easy to obtain wrong results
when performing area averages. We suggest to gitleeide a land-sea mask in the
files, or to remove the spurious data in futuresigars. To our knowledge, the problem
has already been addressed for version 1.2 of $i#%e &C| SLA data.

2. The gridded MSLA data are only available as monthgans. While this is sufficient
for most applications, it poses a problem whergtbbal mean sea level is needed on a
daily basis to constrain the daily fresh-water beéa Therefore, for data assimilation
purposes, it would be very helpful to have the dei MSLA data as daily means.

After addressing these issues, assimilation of SICA-runs smoothly and gives global results
that are very similar to what is obtained by askitimg AVISO data. Figure 11 shows global
mean sea-level anomaly in the data products atiteiassimilation experiments. The seasonal
cycle, the year-to-year anomalies, and the ovémeld match very well in the two data sets,
with the exception of the late period from arour@d? on, when CCI-SLA shows a smaller
trend than Aviso. This can be attributed to the taat data from the CryoSat2 satellite is
included in the Aviso product, but not in the CQIASproduct. Assimilation of the products
gives a difference in the model state that is priogoal to the difference in the product, as
shown in Figure 11 (right).
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Figure 11: Global mean sea level anomaly. (a) shavesthly anomalies referenced to the
beginning of the period for Aviso and CCI-SLA. gbdws the result of assimilating CCI-SLA
instead of Aviso into the ORA system (12-monthinghnmean anomaly referenced to the
average over the period).
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Assimilating ESA-CCI sea-ice concentration in the ORA system

In the SSMI-derived sea ice concentration producCt-SIC, spurious sea ice resulting from
misinterpreting atmospheric microwave emissions ihtentionally not been filtered out. In
most other products, so-called weather filters ambination with masks of where sea ice
occurrence is plausible are applied to eliminagséhspurious sea ice concentrations. However,
the application of weather filters and masks paddigtremoves correctly detected sea ice from
the product, when sea ice either appears in unusoations or under an atmosphere that
distorts the microwave signature of sea ice.

The sea ice data assimilation in the ORA systens du® check consistency of sea ice
observations with other meteorological and oceaaqugc parameters, and therefore takes the
sea ice concentrations in the product at face vdhigure 12 shows annual-mean sea ice
concentration in the Arctic (left, north of 70N)daAntarctic (right, south of 50S) in the CCI-
SIC data set, in the ORA assimilation experimentshe Arctic, the excess spurious sea ice in
CCI-SIC is not reflected in the assimilation expeent ORA CCI-SIC, presumably because the
strong constraint to SST observations is enoughlrtmve any sea ice that is introduced by the
assimilation increments. In the Antarctic, howeassimilating CCI-SIC leads to an analysis
which closely matches the observational productsti@wvn earlier, SST in the analysis are less
tightly constrained to the observational productthe Southern Ocean, allowing the SIC
assimilation to have a stronger effect. It is wartting that ingesting CCI-SST has almost no
impact on sea ice concentration in the Antarctigiclv means that CCI-SIC and CCI-SST are
not consistent. Trend and interannual variabilitysea ice cover are however very similar
between the CCI-SIC data set and all assimilabqgreements.
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Figure 12: Annual-mean sea ice concentration in GRRgimilation experiments and CCI-SIC.
(left) for the Arctic, (right) for the Antarctic.
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The varying consistency between CCI-SST and the Gigtem, and CCI-SIC and the ORA
system is highlighted by the average sea ice cdrat@n assimilation increments in the Arctic
(Figure 13). For an unbiased model, the averagendéason increments should be zero. If
assimilation increments are consistently positilre,model has a negative bias, and vice versa.
In ORA-REF, the average assimilation incremenbisghly 1x10¥s (equals 0.1 % per day).
When assimilating CCI-SIC, this increases by ~X(40reflecting the fact that the assimilation
increments constantly try to bring the model closerthe excess spurious sea ice in the
observations. Interestingly, when ingesting CCI-38® the ORA system, the average sea ice
concentration increment iswer than in the reference experiment (decrease byo?¥g) This
indicates that CCI-SST is more consistent than 88d@R with the sea ice cover in the
assimilation experiment. When combining ingestinQl-<SST and assimilating CCI-SIC in
experiment ORA CCI-ALL, the two effects cancel and the average assimilation increment
is very similar to ORA-REF.

16 le-8 cinc Arctic yearly means
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Figure 13: Annual-mean assimilation increments otlez Arctic region in different ORA
assimilation experiments.

Uncertainties of sea ice concentration provideth wie CCI-SIC data are based on two distinct
error sources: the algorithmic uncertainty whichampifies the variability of microwave
emissivity for sea ice covered surface (lvanowa.eR015), and the smearing uncertainty which
guantifies the error arising from interpolatingdtriness temperatures from variable satellite
foot prints in the presence of strong spatial gratdi. Likewise, if the footprint contains land
surface, it is also very difficult to derive rellabice concentration; this is covered by the
smearing uncertainty as well. Figure 14 (left) shdlae monthly average of these uncertainties
during July 2007 for the Arctic as an example. Theertainties are very high at the ice edge
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and along the coast lines; values larger than 36&aro Away from the ice edge and coasts,
only the algorithmic uncertainty is important, witalues of 5% or less.

It is instructive to compare the CCI-SIC uncert@isit(Figure 14 left) to the ORA ensemble
spread (Figure 14 right). If ensemble spread ieriaks a proxy for model uncertainty, then
ORA analysis uncertainty is almost zero in thenireiior of the ice pack, and in areas of open
water. The ORA analysis is also very confident &lsma ice concentration along the coast
lines. Only regions close to the ice edge showagésl/levels of analysis uncertainty, but the
structure does not match well with the CCI-SIC utasaty. In summary, uncertainties in CClI-
SIC are qualitatively different from uncertainti@s the ORA system. This reflects the
fundamentally different nature of observation anadel errors and is not a problem. To the
contrary: with a suitable data assimilation framewdhe best fit between observations and
model can be calculated using these spatially angborally varying observation and model
errors. This way, an analysis can be found thatiperior to both the first guess of the model
and the observational estimate, because it expl@tsomplementary strength of the model and
the observations.

SIC uncertainty (%)

EEEEERN

0O 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30

Figure 14: Sea ice concentration uncertainty inyJ2007 as represented by (left) ESA-CCI SIC
analysis error and (right) ORAS5 ensemble standkdation. Shown is the monthly mean of
daily mean analysis error and ensemble standardatiewn, respectively.
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I mpacts of assimilating ESA-CCI marine ECV on climate indices

As mentioned in the introduction, the value of ass®y the marine ECV through assimilation
in the ORA system lies in the ability to discussss-variable consistency and impact. We chose
two indices which represent global modes of valigband climate change, and which are
sensitive to changes in the observational data getsupper 300m ocean heat content in the
tropics (UOHC), and the Northern Hemisphere seaaoteme (SIV).

Figure 15 (left) shows SIV November for 1993-20a@il the assimilation experiments listed
in Table 1. All show a similar strong decreasirentt between 2001 and 2007, with similar
superimposed year-to-year variability. Observati@simates of sea ice volume from Kwok
et al. (2009) and Tillich et al. (2015) are plotisiwell. There are differences of 2000—3000
km® between the ORA experiments, with ORA REF havimg lbwest SIV, and ORA CCI-
ALL having the highest. There is reasonable agre¢meth the observational estimates.
Overall it seems that ORA REF tends to have to &w, ORA CCI-ALL tends to have too
high SIV, and CCI-SST and CCI-SIC agree with theesbational estimates within the error
bars.

For UOHC in the tropics, year-to-year variabilitydestrong increasing trend between 2000 and
2005 are captured similarly by all assimilation esments (Figure 15 right). During the early
period, the different experiments have a largeethce in UOHC than in the later period, a
fact that can be explained by the major increagherdensity of in-situ observations with the
implementation of the network of ARGO floats. Indiwith the SST differences discussed
earlier, the ORA CCI-SST experiment has higher UOHAS&Similation of SLA in ORA CCI-
SLA leads to lower heat content. For both SIV a@HC, the effect of combining the ingestion
of SST and the assimilation of SLA in ORA CCI-ALkams to be a linear combination of the
individual effects.

Finally, it is worth noting that the simulation wiajor climate indices in the ORA system is not
affected by exchanging the reference observatidaial sets for the CCI marine ECV data sets.
Figure 16 demonstrates that there are hardly ssgethible changes to monthly mean SST in
the North Atlantic and in the Nin03.4 area, nor &tkantic meridional overturning circulation.
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Figure 15: Northern Hemisphere sea ice volume)(laeftd upper 300m ocean heat content in
the tropics (right) in the assimilation experiments
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Figure 16: Monthly means of important marine climatdices as simulated by all assimilation
experiments for the common period of all data geeft) SST anomalies in the North Atlantic,
(middle) SST anomalies in the Nino3.4 region, @ighAtlantic meridional overturning
circulation.

Summary

A series of assimilation experiments with the ECM\WWéean reanalysis system has been
performed, where standard observational data ssisndated have been replaced by CCI
marine ECV in different combinations. Results iradé that the simulation of large-scale
climate indices and trends in the ocean reanalysisly slightly affected. However, mean-state
differences in the data products exist and appeathé reanalysis with some degree of
moderation. There is evidence that especially tbé-€ST product has the potential to give
positive contributions towards improving the ORAst®m. The provided uncertainties in the
CCI-SIC product are an important improvement, ane overall trend and variability is
consistent with earlier products. However, the sieai not to mask out spurious sea ice creates
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problems with the ORA system, because it is noipgepd to treat this properly — it would
therefore be preferable to have spurious sealteesfil out within the data product as much as
possible. Assimilating CCI-SLA gives results veim#ar to the reference experiment, with the
noteworthy exception being a lower increase af@dr02due to excluding data from CryoSat2.
Combining assimilation of all marine ECVs leadsitcombined large-scale result as would be
expected from a linear combination of the individussimilation experiments. The
uncertainties provided with the CCI-SST and CCI-&6k reasonable, and should be very
valuable when improving upon the existing ORA adsition system.
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3.3 Assimilation of several L2 ozone products in the ERA system
[WP 3.2]

Theresults presented in this Section were completed in 2016 and there is no update to
them in thisreport.

Aim

The aim of this study is to promote and facilitdte integration of as many O3-CCI products
as possible in reanalysis systems in general anithanforthcoming ERA5 production in
particular. A number of Observing System ExperimdSES) have been designed to provide
a detailed assessment of the quality and of theanpf these O3-CCI products. The list of
assessed datasets includes seven products encorgphssthree lines of production of O3-
CCI (total column, profiles from nadir instrumerasd profiles from limb instruments).

A set of Round Robin (RR) assimilation exercisesafgorithm selection were performed using
ozone datasets retrieved alternative algorithms filtte same radiance measurements. The aim
of the RR exercise was to provide an objective agdrous assessment of the impact of
assimilating similar datasets, thus giving the adsis community feedback on which one to
use.

By inter-comparison with the results from somehw# performed experiments, it is possible to
provide user recommendations to space agenciesredndval teams on the most useful
characteristics of future satellite instrumentsdpone measurement.

Summary of Results

The results from this study were reported in thel@/QAR (2015), and briefly summarized

as follows:

* The structure of observation uncertainties genemmpare well with estimates obtained
using the Desroziers method (Desroziers et al.5R0lhe differences between estimated
and provided uncertainties show up to 60% overediom in the tropical mid stratosphere
for GOME-2 NPO3 (this accounts for less than 4%hef observation values) and up to
100% underestimation in the tropics for the totalmns (this difference is about 8% of
the global mean total column ozone value).

» All the products exhibit negligible to very smalabes.

* All assessed O3-CCl datasets lead to improved oapnalyses.

* Regarding the RR assimilation exercises, with tkeeption of OMI TCO3, the O3-CClI
retrievals seem to better constrain the ozone aasalthan retrievals obtained from the same
radiances using alternative algorithms.

* The assimilation of the GOME-2 NPO3 show a cleapromement in the internal
consistency of the data assimilation system insesfibetter fit to the AIRS ozone-sensitive
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IR channels that in turn leads to statisticallyngigant reduction (i.e. improvement) in the
RMS of the geopotential forecast errors in theittep
» Assimilation User Requirements to Space Agenciésratmieval teams:

s The comparison of the impact generated by the GQME=03 and that of the
GOME-2 NPO3 shows that the latter dataset cantleadgreater positive impact on
the ozone analyses than the former.

% The comparison of the impact generated by the G@NNROS3 and that of the MIPAS
LPO3 shows that thanks to its higher vertical nesoh limb observations can lead to
a greater positive impact in the stratosphere gukutroposphere than the nadir
ozone profiles. This is not always the case inltheer troposphere, where despite
lacking visibility, the limb observations can stitiprove the ozone analyses compared
to a control experiment if their synergy with otreyservations (in particular total
column ozone products) can be exploited withindag assimilation system.

The recommendations that were formulated on thesbafsthe results and conclusions
summarized above were un-controversially acceptedhb C3S reanalysis team, and the
following O3-CCI products are being assimilated the ERA5 reanalysis currently in

production: SCIAMACHY TCO3; GOME and GOME-2 NPO3jRAS LPO3.

A summary paper, Dragani (2016), was publishedtmdspheric Chemistry and Physics.
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3.4 Integrated assessment of the CCl Aerosols, GHG, and Ozone
datasets [WP3.3]

Aim

WP3.3 aims at providing an integrated assessmeheampact of assimilating ozone, aerosol,
and GHG datasets in the global atmospheric compogiata assimilation system developed
within the ECMWF Integrated Forecasting System )I#Bough a number of FP6, FP7, and
H2020 projects (GEMS, MACC, MACC-II, and MACC-lIBnd currently operated by the
Copernicus Atmosphere Monitoring Service (CAMSptovide NRT monitoring of air quality
relevant gases and their reanalyses. The resdtexected to feed back into the decision
process in preparation for the forthcoming, fiesimalysis of the CAMS.

Summary of the results and recommendations

We have performed a set of experiments using tHd\BE Integrated Forecasting System in
a configuration with enhanced atmospheric chemisisgd routinely by the Copernicus
Atmosphere Monitoring Service.

The experiments were designed as integrated ruwkich different ozone, aerosol and GHG
products retrieved by the corresponding CCI comsowere assimilated in various
combinations. The objectives were as follows:
» to assess the impact of each product of each ohaiViECVs on the corresponding
model equivalent; and
= to discuss the level of consistency between theetBECVs.

The impact of assimilating each product was indigity assessed through the comparison of
the corresponding analyses against independentvalbiess. The results are as follows:

= QOzone: Of the O3-CClI products, this work focussedtioe exploitation of the limb
instrument datasets that were not addressed in 2VIPBe results showed that

s the SMR limb ozone profiles produce a negligiblgpautt at most latitudinal band
but they lead to an improvement of the level ofeagnent between the ozone
analyses and reference data (MLS and ozone soatésyh latitudes in the SH
during winter and spring.

% With a few exceptions, the assimilation of both 8@IAMACHY limb and the
OSIRIS ozone profiles seem to degrade the andiy$sMLS (either in the mean
or standard deviation) and to the sondes at mgs&rimppospheric and stratospheric
layers in the extra-tropics.

= Aerosols: The assimilation of the SU and ADV datsiseas individually assessed as the
sole source of aerosol constraint and in combinatibh MODIS observations. The results
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of the comparisons against AERONET show that:

+ The two CCI products have a very similar impactimaerosol forecasts, with the
ADV dataset being only marginally better than thé@e;

+ Neither of the two AATSR datasets can provide astramt on the aerosol forecasts
as important as that provided by MODIS observatitimsugh the amount of data
from the former is latter than that of the former;

% The combination of AATSR data with MODIS improvée tquality of the aerosol
forecasts on that of either AATSR-only or MODIS-paksimilation.

GHG: The assimilation of several CCI CO2 and CHzdpicts were assimilated in different
combinations with and without the LMD IASI CO2 a@#4 data used to derive a baseline
set of analyses. The results show that:

« The CO2 analyses all show very high correlation3@p with the TCCON
observations. However, the control experiment aolystrained by the LMD IASI
data is the one with the highest correlation at 886 and its combination with any
of the CClI dataset seems to degrade the analyssragnt with the TCCON data.

% Among the two full physics datasets, the SRFP @ésdhe that in combination to
IASI CO2 leads to a larger degradation of thediTCCON data than the IASI-only
CO2 analyses.

+ The assimilation of BESD SCIAMACHY CO2 in addititmlASI leads to analyses
that show only a minor degraded fit to the refeeedata while the incremental
addition of the SRFP dataset produces the CO2 semlwith the worst fit to
TCCON.

% For CH4, the SRON SRFP and SRPR dataset wereassddss the impact of using
a datasets produced by an algorithm with detailggips versus a proxy. The use
of the proxy leads to CH4 analyses that have ad®er correlation with TCCON
than their equivalent using the full physics praduc

+ On average, either product leads to degraded Cal§ses than those from an LMD
IASI-only experiment. However, a number of siteswstd that the agreement of
individual TCCON measurements with their analyspswalent was higher for the
CCI data, particularly during the Aug-Oct period emhthe 1ASI-only analyses
exhibited a divergent behaviour.

Cross-ECV consistency: two examples were discussegde impact of O3 on aerosols and
that of aerosols and GHG together on O3. In tis¢ éimse, the assimilation of one additional
CCIl O3 dataset leads to a small, but non-negligibkative impact on the aerosols forecasts
suggesting a good level of consistency betweenetis ECVs. The second case is
inconclusive as it leads to improvements in songgores of the atmosphere and locations
and degradation in others. The degradation fourlderGHG analyses after adding the CCI
datasets and the limitations of the system in potecting for the surface fluxes could be
the main reason for the degradation promoted irndome analyses.
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The results of this study show some potential éons of the datasets (e.g. SMR), pose some
guestions about possible inter-instrumental biasiesting the analyses when combination of
datasets are jointly assimilated, suggests thataliions in the data assimilation system can
partly explain the limited ability of exploiting see of the considered datasets, and confirm that
a proxy dataset cannot provide the same level étcaint of one based on full physics.

Of all the datasets used in this study, the asatioin of the AATSR aerosols in combination

with MODIS data can be recommended, that of the SM&e profiles could be considered

but more experimentation might be needed to deternfiimore information can be extracted

in the summer hemisphere and tropics. Additionatkwie perhaps needed before the GHG
datasets can be efficiently exploited, especiallyemv datasets from different sources are
considered for a joint assimilation.

The data assimilation system

The data assimilation system used in this studgistin the most recent version of the global
atmospheric composition data assimilation systeeraipd at ECMWF for the CAMS. This
system uses a bin-model for aerosol that includse dust, sea salt, organic matter, black
carbon and sulphates, as well as the greenhouss, gdlowing assimilation of GGand CH.

For the chemical reactive species (i.e. ©O, NG, S& and HCHO), the IFS data assimilation
system was extended to include an integrated clignmsdel (referred to as C-IFS), which
provides emissions, deposition, and chemical tetidsrior the species included in the system.
These variables are all constrained by the asdionlaf satellite observations, where possible.

The experiment design
The assessment of the three CCI ECVs is performedth passive and active modes.

To account for the CAMS and CCI requirements, amemset of experiments was designed.
This included six assimilation experiments, an ipresented in Table 4. Experimegi91,
0192, gi93, andgi94 (Exp 1 — Exp 4) are used to assess the individsgécts for each of the
three ECVs with respect to the Cigl90) while experimengio5 (Exp 5) will help to assess the
level of consistency between the three ECVs whertrasted with the results from some of the
other experiments.

All the experiments started on 1 Jan 2010, andurdih the end of September 2010, with the
aim of analysing in detail the NH summer period {Mactober 2010) after removing the period
affected by spin-up. The experiments ran at a masalution of T255 (about 80 km) on 60
vertical levels — as used in the Copernicus AtmespiMonitoring Service at the time the
experiments were submitted.
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Impact of each ECV on their analysis equivalent:
In this section, the focus is in assessing the anpheach ECV on their model equivalent.

= QOzone:

We first look at the impact of the assimilating tB€Il limb ozone data on the ozone analyses by
comparison with independent ozone observations fthen Aura Microwave Limb Sounder
(MLS), ozone sondes available at the World Ozoné Hditraviolet Radiation Data Centre
(WOUDC). These were used as independent ozoneerefes for the stratosphere and
troposphere/lower stratosphere, respectively.llocghparisons, the ozone analyses were spatially
co-located with the independent observations aligvei maximum three hour time lag.

The MLS comparisons were performed in two stagest, Fhe 3D ozone analysis closest in time
to the independent observation was interpolatéldeadbservation location. This gives a temporal
mismatch of up to 3 hours between the observatosisag time and the analysis valid time. The
second stage takes care of the vertical intermoiafihis is done by interpolating the profile with
the highest vertical resolution to the coarsestl.gim these comparisons, the coarsest grid is
represented by that of the MLS data with its vailti@solution of about 3 km. Only the levels
spanning the region of the atmosphere encompassidth datasets are used.

The comparisons with MLS are displayed as the a@rtiross-section of the change in the analysis
fit to the observations due to the addition of ahthe O3-CClI limb data to the reference observing
system assimilated in the control experiment. Suchangej, is defined as:

A= |STAT(0Y"S — OFERT)| — |STAT(0Y™S — 0§TR)| (1)

where STAT() can be either the mean or the standivition. In equation (192*S is the ozone
observation from MLS,0YERT and 0$TRE are the ozone analyses collocated to the MLS
observations from a perturbation and the contrgeexnent (unless otherwise mentioned the
control isgi90). The perturbation can be any of the other expamis

For either statistics, a negative value /ofmeans that the analyses from a given perturbed
experiment fits MLS observations better than thésen the control, thus leading to an
improvement. In contrast, a positive valué\a$ associated to a degradation in the ozone agmlys

This quantityA is showed in figure 17 for the assimilation of ®&IAMACHY limb, the SMR,

and the OSIRIS ozone profiles. In the top panéel®ySis the mean; in the bottom panels, it is the
standard deviation.
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Figure 17: Change in the zonal mean (top panels) atandard deviation (bottom panels)
differences between the MLS retrievals and co-kExtatzone analyses from a perturbation
experiment compared to the Exp/Ctrl for May-Oct@Q0domputed according to equation (1). The
perturbation experiment is the one also assimitatimee SCIAMACHY limb data in the left panel,
the SMR profiles in the middle panel, and the OSiBRobfiles in the right panel. Negative (positive)
values in blue (red) colours indicate a poorer (ttbr) fit of the control analyses to MLS than
their perturbed equivalent, and thus, compared tbhSMozone profiles, an improvement (a
degradation) in the data assimilation system dui¢onew observations. Data are in mg/kg.

Compared to MLS, the assimilation of SCIAMACHY lintdata produces a degradation in the
analyses mixing ratio around the ozone maximumenthie standard deviation of the residuals
from the observations is normally improved. In cast, the assimilation of OSIRIS retrievals
(right hand side panels) leads to improvementdh@rhean analyses but a degradation in the
standard deviation of the residuals, implying aoréeased noise in the ozone analyses. The
assimilation of the SMR profiles is the only casenhich both the mean state and the standard
deviation are improved. However, the impact is ongible at high latitudes in the SH. This is
most likely a consequence of the fact that thermédion provided by the SMR data at latitudes
northern than around 60S was also available id#te assimilation system via the assimilation of
other ozone observations (namely, total column ezivom SCIAMACHY nadir, and ozone
profiles from NOAA-16, -17, and -18 SBUV/2). As #eother sources of ozone data are all from
UV instruments and those cannot provide measuresvantigh latitudes in the SH during the
polar night (i.e. the period considered here), sitp@ impact on the ozone analyses is produced
by the assimilation of the SMR dataset.

Figures 18 and 19 show the comparisons of four gfetsalyses (the control, and three sets of
analyses assimilating also the SCIAMACHY limb, 8IR, and the OSIRIS limb profiles from
CCl, respectively) and ozone sondes from the WOWHBDive, for May-Jul and Aug-Oct. The
comparisons with the ozone sondes are shown irstefrmean RMS residuals, RMSE, between
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the sonde profiles and the co-located analyses thenfiour experiments. Thus the smaller is the
RMSE, the better is the analysis fit to the son@asarements. For plotting purposes, the RMSE
are computed and displayed in terms of integrabdahtn quantities.

The comparisons with ozone sondes in May-Jul (6dL8) confirm that the assimilation of SMR
data has in general a neutral impact on the ozoab/ses, except at high latitudes in the SH
(wintertime) where it leads to a slightly betteregment with the independent data than that for
the control analyses. With a few exceptions, tlsnaitation of both the SCIAMACHY limb and
OSIRIS seem to degrade the fit to the ozone soadesst upper tropospheric and stratospheric
layers in the extra-tropics during May-Jul 2010.
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Figure 18: Fit of the ozone analyses from four expents to ozone sondes given in terms of the
RMSE over four latitudinal bands between 90S-60Ne Tomparisons were computed by
averaging over May-Jul 2010. The analyses werendkam the control (black lines), and the
experiments assimilating also the SCIAMMACHY lindtp@files (red lines), the SMR data (blue)
and the OSIRIS data all from the O3-CClI. The ldiibal band each panel refers to and the number
of ascents included in the average can be founthencorresponding panel title. Data are in
Dobson Unit (DU).
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In the tropical region, the impact of SCIAMACHY Ibrdata is mostly neutral while OSIRIS has
a positive impact in the region of the ozone mixiaion maximum between 15 and 30 hPa, and
as a consequence of the synergy with the totahwolozone retrieved from SCIAMACHY (nadir
measurements) also at some levels in the troposphiee reasons why this occurs were discussed
in detail by Dragani (2016).

During the period Aug-Oct (figure 19), the assirmida of OSIRIS is at best neutral in the NH and
at mid-latitudes in the SH, and from neutral tglsily positive at high latitudes in the SH. The
impact of SCIAMACHY limb is in general from sliglytipositive to positive at most levels and
latitudinal bands, with only a few exceptions, iftstance the middle stratosphere at mid-latitudes
in the SH (bottom left panel of figure 19). As metMay-Jul period, also during the following
three months the assimilation of SMR ozone profgeseutral to slightly positive in the region of
the ozone hole.
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Figure 19: Like in figure 18, but for Aug - Oct 21

= Aerosols:

The CCI aerosol AOD at 550nm produced with the 8 ADV algorithms from the ENVISAT
AATSR measurements were each assimilated indiviglaald together with AQUA and TERRA
MODIS data. In all cases the impact is assessedsighe AERONET dataset used as reference.
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An additional experiment, in which only MODIS daase assimilated, is used as a control
experiment. It is noted that the two MODIS instrumisefrom AQUA and TERRA provide a larger
amount of data than available from the AATSR inskeat, thus it should be expected a larger
impact of the former on the analyses comparedddaditter.

Figure 20 presents a summary of the comparisons.ig bresented in terms of the scatter plots of
the aerosol forecasts for different experimentsrejdhe AERONET observations.
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Figure 20: Scatter plot of the Aeronet AOD at 550mraxes) against their forecast equivalent (y-
axes) computed for an experiment assimilating tiid BATSR AOD retrieved with the SU
algorithm @)), an experiment assimilating the CCI AATSR AODaetd with the ADV algorithm
(b)), an experiment assimilating the MODIS AQGE),(an experiment assimilating both the CCI
AATSR AOQOD retrieved with the ADV algorithm andiM@DIS AOD ()).

Panelsa) andb) in figure 20 show that the two CCl AOD productyéaimilar impact on the
AOD forecasts. A marginal higher level of agreenet be found in the case of the assimilation
of the ADV AATSR dataset (+0.04% higher correlajicompared to the assimilation of the SU
AATSR equivalent.

When compared with the assimilation of only MODI®B data (panet)), neither of the two

CCl datasets can match the level of agreementhlbadOD forecasts reach with the AERONET
data. In this case the correlation between obsesmedorecasted AOD is about 5% higher than
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the one computed from AATSR-based forecasts. Netesh, the assimilation of both MODIS
and either AATSR dataset improves the correlaticth WERONET 0f+0.6% compared with the
assimilation of MODIS data alone. This increasé¢hia correlation is a clear indication that the
data assimilation system is able to exploit theesgy between the two datasets and transfer that
information to the AOD forecast field. When refagito individual locations and regions, the
above results are generally confirmed (figure 21).

Correlation Coeff. Model (gi90) vs L2.0 Aeronet AOT @ 500nm.
15 Jan - 20 Feb 2010. FC hrs: 00Z. Steps: T+6 to T+24

120°W B0°W 0" 60°E

Correlation Coeff. Model (gi91) vs L2.0 Aeronet AOT @ 500nm.
15 Jan - 20 Feb 2010. FC hrs: 00Z. Steps: T+6 to T+24

Correlation Coeff. Model (gi92) vs L2.0 Aeronet AQT @ 500nm.
15 Jan - 20 Feb 2010. FC hrs: 00Z. Steps: T+6 to T+24

60N

30°N

80°W o 60°E 120°E
Figure 21: Correlation coefficient between the mteAOD and the AERONET data at 500 nm
at various sites for experimegio0O (MODIS only, top panelgi91 (AATSR only, middle panel)
andgi92 (MODIS and AATSR, bottom panel). The size of eacle refers to the size of sample
used to estimate the correlations.
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The correlations between the modelled and AERONBDA by station for the experimergi®0
(top panel),gi9l (mid panel), andji92 (bottom panel) show that over the South-East Asga
assimilation of MODIS AOD produces modelled AODsittinave higher correlation with the
AERONET observations than those constrained wgha@ | AATSR retrievals. Some exceptions
can be found for a number of station over the Séutterica, over which the latter show higher
correlation with the independent dataset than eh@ér.

= GHG:

The SCIAMACHY CO2 and the TANSO CO2 and CH4 retei@wvith several algorithms from
GHG-CCI were assimilated in IFS in a set of expenis detailed in table 4. An experiment
assimilating the IASI CO2 and CH4 retrievals wasoalun and used as a control. These IASI
observations were retrieved by the Laboratoire délrologie Dynamique (LMD) and already
available at ECMWF. None of the GHG product wass liarrected in the IFS. The analyses
resulting from the set of experiments in table texmmpared with observations from the TCCON
network used as a reference. Not only the compasiseere performed by co-locating the model
output with the observed reference but also acaogior the a priori and Averaging Kernels of
the CCI data as explained by Massart et al (2086ummary of the results is presented in figures
22 and 23 for CO2 and CH4, respectively.

For CO2, the experiments were designed to assesspact of two full physics algorithms, and
the incremental impact of two products, one fromVEBBAT/SCIAMACHY and the other from
GOSAT/TANSO. Figure 22 summarizes the results,sbrmvs the scatter plots between TCCON
CO2 and the CO2 analysis equivalent for severakmgxpents. Each panel presents with black
symbols the scatter plot for the control experimasgimilating only the IASI data. The CO2
analyses from the control experiment exhibit vaghtcorrelation with the TCCON dataset with
a level of 99.74% over all the available sites. @amad to this control, the other experiments
(9i91, gi92, gi93, andgi94) were designed as incremental experiments assinglane or two
datasets from CCI. Overall, the analyses fromygeements show high level of correlation with
the TCCON observations, ranging from a minimum 8f52% to a maximum correlation of
99.74%. Although the correlation is always abov&9the combination of the IASI data with any
of the CCI dataset seems to degrade the levelrekatent of the analyses with the TCCON data
compared to the assimilation of IASI only data. sSTkbuld point to inter-instrumental biases
between the IASI and the CCI CO2 retrievals thairi€orrected can deteriorate the resulting
analyses.

The CO2 analyses from experimegi9l, andgi92 were constrained by the IASI CO2, and by
GOSAT TANSO CO2 data from CCI retrieved using th@vdrsity of Leicester and SRON full
physics algorithms, respectively. These two GOSATlasets are referred to as the OCFP and
SRFP datasets and their scatter plots are showheitop left and top right panels of figure 22,
respectively. The addition of either CCl CO2 rataiks to the IASI data leads to CO2 analyses that
show a degraded fit to the TCCON observations. ddgradation seems to be more important in
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the case of the SRFP dataset than in the OCFPnitisa reduction of the correlation of 4.23%
and 1.7%, respectively.
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Figure 22: Scatter plot between the TCCON obseowatiand their collocated CO2 analyses (y-
axis) for five experiments: the control experim@i®0, black +), and different combinations of
the CCl datasets as given in table X1. For eaclegrpent, the correlation (labelled in the legend
of each panel as ‘R’) is provided in %. All availe@ CCON data were used.

The bottom left panel of figure 22 refers to thenparisons of the analyses constrained by both
the LMD IASI and CCl BESD SCIAMACHY CO2 data agdintie TCCON observations.
Although lower than for the control using only IA$te correlation for thgi93 CO2 analyses is
similar to the one obtained for th®1 CO2 analyses, implying that the two products lesienilar
impact on the analyses.

The bottom right panel of figure 22 refers expentge94 that assimilated the CCl SRFP GOSAT
and BESD SCIAMACHY CO2 data in addition to the LMBSI retrievals. The CO2 analyses
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from this experiment is the one that exhibits tbedr level of correlation with the TCCON
observations at a level of 93.52%.

For CH4, the experiments were designed to conthasimpact of a dataset retrieved with a full
physics algorithm with that of retrievals from apy algorithm. In both cases, the impact was
evaluated in isolation and in combination with a4Ctthtaset retrieved by LMD from the 1ASI
measurements. The full physics and the proxy detaldped by SRON were considered in this
case, and referred to as SRFP and SRPR, respgckigaire 23 summarizes the results, and shows
the scatter plots between the TCCON CH4 and the @H4lysis equivalent for several
experiments. Each panel presents with black syntbelscatter plot for the control experiment
assimilating only the IASI data. The two top parreler to the experiments using a combination
of IASI data and either the SRFP (left panel) oP8Rright panel) data. The bottom panels refer
to the comparisons for the analyses constrainazhlhyone of the CCI datasets.
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Figure 23: Like figure 22, but the CH4 analyses diiCON observations.
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On average, the CH4 analyses from the control @xjget exhibit very high correlation with the
TCCON dataset with a level of 99.76% over all thailable sites. The two GOSAT CH4 products
generate CH4 analyses that have a lower levelr@eagent with the TCCON CH4 data than that
from the control experiment. The correlation witiGON data is about 83% when the data from
the full physics algorithm is used, and it decreageabout 5% to less than 78% when the analyses
are constrained by the proxy dataset suggestirglaantage in using a product generated using a
full physics algorithm compared to a simple prokgpttom panels of figure 23). This result is
confirmed in when the analyses are also constraiyetie LMD IASI CH4 observations, albeit
higher correlation values driven by the use ofl%k®l data.

The level of correlation obtained from all sitesep¥he whole period May-Oct 2010 does not
always reflect the level of agreement found oveinvidual sites. In particular, it was noted that
during the second half of the considered periodatiayses constrained by either the SRFP or
SRPR datasets had a better agreement with theilONC&juivalent than those only constrained
by the LMD IASI data. Figure 24 shows the time egrof the three sets of analyses frgi®0
(IASI only, red),gi93 (SRFP only, blue), angi94 (SRPR only, green) at four selected TCCON
stations (as indicated in each panel) against @EQAN observations (black symbols). The red,
blue and green symbols show the analysis equivafehe TCCON data for the three experiments.
At these stations, the analyses constrained by-th8j generally compares better with TCCON
data than the other analyses during summertimeaidsmhe end of the assimilation period, the
analyses constrained by the two CCI products arddtier agreement with the TCCON
measurements over the shown sites while those reamsii with the IASI data seem to
progressively diverge.

This situation could be related to a model erropldoation with observations that are not able
to properly correct for the model shortcomings. ©hthe problems of the system is that the CH4
concentration is only constrained by the observidd €oncentration while no correction is made
to the surface fluxes. This suffices to producesgde analyses in general. However, if in a given
location/region and time the CH4 concentrationrgihyp depends on and is driven by the surface
fluxes then errors can result in the analysed dielslthe data assimilation system cannot generate
increments based on the assimilated data that atoogan correct for the missed information in
the surface fluxes.

These situations can be exacerbated if the obsemngahave limitation themselves, or when

observations from different sources and affectedinitgr-instrumental biases are assimilated
simultaneously without any bias correction.
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Figure 24: Time series of thg90 (red), gi93 (blue) andgi94 (green) analyses at four TCCON

stations. The TCCON observations are shown byldekisymbols. The analysis equivalent of the

observations is indicated by the red, blue and gr&gnbols for each of the three experiments.
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Assessment of the cross-ECV consistency:

In addition to the impact of each CCI ECV on thewodel equivalent, the data assimilation system
was also used to assess the consistency betwedmreleeECVs. It is important to note that the
data assimilation system in its current developnadiotvs for little impact across-ECVs. This
conservative approach is used to preserve thetgudlihe corresponding analyses and forecasts
avoiding they could be degraded in the event ofrpgaality observations of a different
geophysical variable are mistakenly assimilatednétioeless, variational data assimilation
techniques, in particular 4DVar, can still provaelgveak connection between different ECVs that
in some cases can be large enough to be measurdhbteis because 3D-Var and 4D-Var
multivariate data assimilation schemes make usexpficit background-error correlations and
balance relationships. That means that changesawariable cannot happen in isolation. Thus,
an ozone increment due to the assimilation of oodrservations can also be accompanied by an
increment in other fields, e.g. aerosols. We sheve liwo examples, the first refers to the impact
of ozone data on aerosol forecasts, and the sesdine impact of the assimilation of aerosols and
GHG on the ozone analyses.

Table 5 lists the data that were assimilated inettierimentgi90 andgi95 that are used for the
first example. The same aerosols and GHG datasats wsed in both experiments. In contrast,
the ozone analyses @95 benefitted from the assimilation of SMR data indlifidn to the SBUV
and SCIAMACHY TCO3 that were also used in experitrgg80. We now assess the quality of
the aerosol AOD forecasts at 550nm for both expamisiagainst the AERONET network.

co2 CH4
gio SBUV MODIS IASI IASI

SCIA TCO3

SBUV MODIS IASI IASI
gi95 SCIA TCO3

SMR

Table 5: Experiments considered in figure 24. Tl @ata are given iold. Only the data
assimilated in the data assimilation system aredis

Figure 25 presents the scatter plots of the AEROMNED data and their model equivalent for
the experimentgi90 andgi95. Albeit small, it shows that the correlation oétherosol forecasts
to AERONET increases from 82.94% to 83.11%, i.e1#%, when the SMR ozone profiles are
also assimilated. This is a clear indication that¢ is a consistency cross-ECV
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It should be reminded that the assimilation of Sdé#Rne profiles has limited impact on the ozone
analyses and that impact, albeit positive, is omdasurable at high latitudes in the SH. One could
argue that if a more significant positive impactsviaund in the ozone analyses, this could have
triggered in turn a larger change also in the ¢yali the aerosol forecasts.
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Figure 25: Scatter plot of the Aeronet AOD at 550mraxes) against their forecast equivalent (y-
axes) computed f@i90 (left) andgi95 (right) as defined in table 2.

The second example refers to the impact aerosdl&GHG on the quality of the ozone analyses.
The considerations made above regarding the limitédraction allowed within the data
assimilation system are also valid here, thus anlgmall impact should be expected. The
experiments considered ag©3 andgi94, and as a reminder table 6 provides the list tdsds
assimilated for each of the three ECVs.

CO2 CH4
0i93 SBUV ADV AATSR IASI SRFP
SCIATCO3 BESD SCIA | TANSO
OSIRIS
SBUV ADV AATSR IASI SRPR
g% SCIATCO3 MODIS BESD SCIA | TANSO
OSIRIS SRFP
TANSO

Table 6: Like in table 2, but for experimegi9®3 andgi94.
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Figure 26 shows the rate of change in the agreeonfaht ozone analyses to MLS computed as
in equation (1) for the two experiments in tablau§inggio3 as reference. In the plot, negative
values in either the mean (left panel) or the sdashdeviation (right panel) means that the changes
inferred improve the ozone analyses (in the sefdbeoagreement to the MLS data used as a
reference).

Figure 26 shows that both in the mean and stargfartion the ozone analyses are degraded at
some levels and regions and improved in othersalex of the way the experiments had to be
designed interpreting the impact on the ozone aealof changes in the aerosols and GHG
observing system is not trivial, in particular ieghtangle the relative weight of aerosols and GHG.

One could speculate that perhaps the degradatimfim the GHG analyses when adding the CCI
datasets and the limitations of the system in nogecting for the surface fluxes could be the main
reason for the degradation in the ozone analysgs, tlean demonstration of the linkages of each
of the two ECVs on ozone is required. If the abspeculation was confirmed, then it would also
confirm the ability of a complex data assimilatsystem to assess the cross-ECVS’ consistency
and to exploit it.
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Figure 26: Change in the zonal mean (left panet) atandard deviation (right panel) differences
between the MLS retrievals and co-located ozoné/aes from experimenit94 compared t@i93
for May-Oct 2010, computed according to equation Kegative (positive) values in blue (red)
colours indicate a poorer (a better) fit of the tah analyses to MLS than their perturbed
equivalent, and thus, compared to MLS ozone psyfe improvement (a degradation) of ¢i@4
ozone analyses compared to those fgid3. Data are in mg/kg.
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3.5 Integrated assessment of CCI terrestrial ECVs impact in the MPI-
ESM [WP3.4]

Aim

WP3.4 includes an integrated assessment of thessteal ECV variables available in the CCI with

a joint analysis of the ECVs land cover, fire, soibisture, and greenhouse gases (GHG). The
ECVs were used to optimize uncertain parameterthen MPI-M ESM fire model process
formulations using an optimum estimate framewookmiake use of the uncertainty information
provided with the ESA CCI datasets. The overarclgstions to be addressed were:

* Are the four CCI data-sets consistent with eacleroéimd with model data so that modelled
and observations data can be used directly for madielation and data assimilation?

* How can CCI data records be used to improve firssgon modelling in an earth system
model?

* Do simulated carbon emissions improve using CCAskE?

Summary of Results
3.5.1 Fire model optimization

SPITFIRE-JSBACH simulations were performed fortthee period 1850 to 2010 in which burned
area and fire carbon emissions are interactivetykited. Simulations were run with the standard
model setup as described in detail in Lasslop.g@l 4. In addition, simulations were performed
with a modified representation of the Nesterov-keSPITFIRE following Groisman et al. 2007.
The modified version served as a first test cases® ESA CCI data in the evaluation of the
SPITFIRE-JSBACH model. Simulated, FIRE_CCI burneshaas well as burned area reported in
GFEDvV3/GFEDv4 based on MODIS (Giglio et al., 20G4glio et al., 2010) for the time period
2006-2008 are compared in Figure 27.

Contrasting the burned area with soil moisture mgab from CCI_SM, we find a distinct
relationship between burned area and soil moisiutte low burned area for low soil moisture
(fuel limitation) and low burned areas for highlsnoisture (moisture limitation). The comparison
shows that all products have a very similar distidn. The CCI-MERIS product peaks at a higher
soil moisture compared to GFED products and theibligion is wider. Both versions of JSBACH-
SPITFIRE peak at a too high soil moisture and is&idution is too wide.
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Annual burned area fraction [%], 2006-2008
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Figure 27: Burned area averaged for the years 20068. FIRE_CCI (upper row), GFEDv3 and GFEDv4
(middle row), SPITFIRE-JSBACH standard and modifledier row).

We identified two parameters (conversion soil mostto fuel moisture and ignition rate) in
SPITFIRE-JSBACH that are not well constrained byestsations, which we systematically varied
over a reasonable parameter space to optimize andilpeak position of the soil moisture / burned
area relationship. JISBACH-SPITFIRE was optimizeduto a large number of experiments with
varying parameter settings in a reasonable amdumhe. Figure 28 shows the deviations in peak
position and distribution width for 70 experimentish CCI-MERIS as reference. The optimized
parameters do form the new standard values for I3BSPITFIRE and are applied in the
ongoing MPI-ESM CMIP6 simulations.
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Figure 28: Relative difference in peak position andth of the burned area — soil moisture
relationship for 70 experiments performed with JEBASPITFIREv1/v2 compared to
GFEDv3/v4 and CCI MERIS (reference).

The Fire Model Intercomparison Project (FIREMIP nitton et al. (2016) allowed us to perform

similar analysis for a range of state-of-the-aobgll fire models. Figure 29 shows the relationship
between burned area and soil moisture for fourrficelels. The models all show rather different
relationships, which might partly explain the veliferent distributions of burned area simulated
in the FIREMIP models. The relationship betweeh maisture and burned area will be included

in the benchmarking scheme developed for FIREM&Rigting ESA CCI burned area data.
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Figure 29: burned area — soil moisture relationsimgour global fire models participating in
FIREMIP.

3.5.2 Fire carbon emissions

With the release of the FIRE CCI data version 4.1uly 2016 the longer time period covering
the year 2005 to 2011 allowed us to prescribe tvaddl area data as boundary condition in
JSBACH. Prescribing burned area in a global vemetahodel as boundary condition to derive
related fire carbon emissions still requires patanmeations of a range of processes including fire
history, fuel consumption and mortality rates. Heeefollowed the approach applied in GFEDv3
(van der Werf et al., 2010). Figure 29 shows onl¢ftehand side the Fire CCI burned area data
and on the right and side the simulated fire cadyoissions using Fire CCl burned area data as
boundary condition. Globally the mean annual burarezh of 346 Mha for the time period 2005
to 2011 results in the emissions of 2.19 PgC/yHais compares well to the most recent GFEDv4s
estimates (van der Werf et al., 2010 and updateshich a global MODIS based burned area of
402 Mha results in fire carbon emissions of 2.1€8//gar.

55 of 174



CMUG Phase 2 Deliverable

Reference: D3.1: Quality Assessment Report
Due date: June 2017

Submission date: 21 December 2017

Version: 4

The fire CCI data are reported with an uncertamatyge for the global burned area of +/- 28%.
Applying the uncertainty range for the prescribedned area data in JSBACH results in +15%
and -19% difference in the simulated fire carbornssmns.

A crucial parameter for the fire carbon emissiaghe prescribed landcover distribution, which
defines which vegetation type burns. Next to thendard JSBACH landcover distribution
(Raddatz et al., 2007) we applied CCI LC produetndcover classes reported in ESA CCI were
converted into plant functional types used in JSBWGllowing Poulter et al., 2015. Using ESA
CCI LC results in global fire carbon emissions @5LPgC/year which is 4% lower than using the
standard JSBACH landcover distribution.

Quality relevant outcomes

In WP3.4, only the gridded FIRE_CCI products weseds The FIRE_CCI gridded products from
phase | were only available for a 3 year period@R008), which limited their applicability for
climate studies. To test the functional relatiopshsuch as the relationship between burned area
and soil moisture, global data coverage was availabducing the dependency on having a long
time series. Further assessment for fire model Idpueent will require categorization by land
cover type to optimize land cover dependent pararsetvhich will benefit from a longer time
series.

The CCI-MERIS product shows a very similar disttibn of soil moisture dependency compared

with the MODIS based GFEDv3/GFEDv4 product, whidmsvapplied in previous studies. These

findings agree with the analysis of the FIRE CGintereported in the Product Validation Report

Il and the Climate Assessment Report. The temsadlility of the product was not assessed due
to the limited time period covered by the globaidarct.
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3.6 Cross assessment of clouds, water vapour, aerosols, ozone,
GHG, SST, radiation and soil moisture impact on global climate
variability and trends [WP_03.4]

Aim
The aim of this WP is to make an integrated assessaf ESA-CCI ECVs and other observations
studying climate variability by investigating retaiships between co-varying variables and
evaluate the same processes, such as ENSO, i dliolagte models. The uncertainty information
for the CCI data sets are used when comparingier atbservational data sets and the associated
model-generated variability. The scientific questi@re:
* How are the observed ECV's related and what isabestness of associated mechanisms
across different observational data sets (secti®2)3
» Canthe models capture the relations between EGY¥the variability seen in observations
for ENSO? (section 3.6.3)

Key Outcomes of CMUG Research
» Assessments of the CCI observations

0 CCISST and clouds spatial and temporal mean amabiity agree well with other
independent observations. Cloud CCI cloud frac{iohT) has higher variability
for tropical ocean high pressure regions than thercAVHRR datasets possibly
linked to an underestimation of low level clou@€I SST, Cloud cover, sea level
and ocean colour all capture the ENSO variabildgsistently.

o The CCI SST mean uncertainty is smaller than tffferdnce compared to other
observations. CCI total cloud cover uncertaintylasger than the difference
compared to similar observations. The assumptiorpigal independent cloud
fraction errors over estimates the uncertaintys fiould be improved in the next
Cloud_cci v3 product.

0 Some CCI data issues: CCl AVHRR cloud products hagensistency in their
timeseries due to NOAA satellites scanning motobf@ms in 2000. This has been
amended for in the Cloud-CCl v2.0 dataset, althosigme features remain and
should be communicated to end users. The aerodglA&@D products were not
stable across the satellite changes, improvemews heen made for the latest
versions.

* Evaluation of AMIP5 atmospheric simulations foraeith observed monthly SST
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o All four models, have despite prescribed SST, teddes and too small variability

in their two meter temperatures (T2M's) over tlopital Pacific Ocean especially
for the western part. These T2M biases are sirtoléine biases found for SST for
coupled models, except there is no warm bias feretistern Pacific Ocean. This
suggests that the atmospheric models affect thekmwelvn cold tongue bias but
has less influence on the eastern warm bias.

The AMIP5 model spread in mean cloudiness is |lafge of the models capture
the longitudinal variation of the mean and varig&piland the time variation
associated with ENSO for both CLT and Top of themn#sphere Outgoing
Longwave Radiation (OLR).

» Evaluation of CMIP5 atmosphere-ocean coupled sitiaua

o All four CMIP5 models present day simulations héve cold SST's over most of

the Pacific Ocean except for warm biases at thieeasdge, as found in previous
studies. The SST variabilities are too small wigieak in standard deviation (STD)
around 240-250°E contrary to the observed flatilgaf Towards the end of the
century all models mean tropical Pacific Ocean $&TFease by 1-2°C and the
variability increase for most models, retaining émeneous peak in STD.

The CMIP present day cloudiness biases and vatiabibre similar to the AMIP
simulations except over the Eastern Pacific whdre models have larger
underestimates of CLT in accordance with their gposibiases in SSTThree of
the models show small increases in cloudiness tisvidre end of the century and
their longitudinal pattern remain. While the fourttodel has a small decrease in
cloudiness. The changes in CMIP cloudiness betweesent day and future are
smaller than difference between AMIP and CMIP pnéslay simulations.

Summary of Results

3.6.1 Introduction

The El Nifio Southern Oscillation (ENSO) is the mosportant coupled ocean-atmosphere
phenomenon affecting global climate variability gasonal to inter-annual time scales. It is an
irregularly periodical variation in winds and seaface temperatures (SST) over the tropical
eastern Pacific Ocean, affecting much of the t®pied subtropics. The warm (El Nifio) phase is
associated with large positive SST anomalies iteeaso central Pacific occurring on 3-7 years
times-scales and the cold phase (La Nifia) occuewayy 2-4 years is less intense but longer
lasting. The phases can be classified by calcga®8T anomalies for different regions of the
Equatorial Pacific, most typically the Nifi03.4 regi(190E-240E, 5S-5N}igure 30 shows the
correlation between CCl SST Nifio3.4 index and Clobal cloud cover. The warm EIl Nifio
phases are accompanied with deep convective clautie central or eastern Pacific and reduced
cloudiness in the western Pacific. The maximumtpascorrelation is for the mid Pacific shifted
west of the Niflo3.4 boxMore recently other variables, top of the atmoseplwertgoing long-wave
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radiation and clouds have also been used to gJab®fENSO events giving new perspective of
the ENSO phase distributions (Chodi and HarrisatD2€hodi and Harrison 2018 Heureux et

al 2015.

Correlatlon CCI SST N|n03 4 and CCI Clouds
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Figure 30: Correlation between CCI SST Nifio 3.4 88i€ series and CCI global Cloud cover
for 1992-2008. The boxes show the Nifi03.4 regi@0\(\1-120W, 5S-5N, full black box) and the

Hovmoller region (100E-80W, 5S-5N, hatched box).

Outgoing Longwave Radiation (OLR) at the top of #tieosphere variability is a good proxy for
the deep atmospheric convection in the tropicsgbaterates atmospheric heating anomalies which
force local and remote atmospheric circulation aal@s (Lau et al 1997). Negative (positive)
OLR anomalies are indicative of enhanced (suppd@ssmvection and hence more (less) cloud
coverage typical of El Nifio (La Nifia) episodes. Tiopical Pacific deep atmospheric convective
activity spreads eastward during the transitioBltdifio state as found for satellite-measured OLR
(Chodi and Harrison 2010). Unfortunately the ergtdirectly measured OLR satellite datasets
are short, only 15 years or less, while there exigitiple cloud satellite datasets with long time
records. We investigate if the cloud dataset candsel to complement the OLR datasets when

evaluating ENSO in observations and models

The relative short time scale, large amplitude emudtiple ECV's affected by ENSO makes it an
ideal natural forcing to focus on for cross-assesgrof multiple satellite records as the CCl data
sets, albeit the records are too short for samghedull ENSO diversity and the decadal ENSO
variability. Climate models capture the basic ENfe@tures but the amplitude, life cycle and
frequency are not properly reproduced and most leedeiability extends too far into the Western
Pacific. To further understand model performancesl diases, evaluating models with
observational constraints derived from multipleiafales as described in this research, can give

new perspectives.
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We examine the tropical Pacific Ocean variabiligdaENSO in the following satellite
observations, CCl SST (Merchant et al 2014 a,ly,leeel (Quartly et al 2017), ocean colour
(Valente et al 2016) and clouds (Stengel et al 2@046), PATMOS-X (Heidinger et al 2014),
CLARA-A2 (Kaspar et al 2009), HadISST (Rayner e2@03),CERES OLR (Loeb et al 2012),
NOAA OLR (Liebmann and Smith 1996) as well as tleresponding variables from climate
models from the CMIP dataset (Taylor et al 2012) BRA-Interim Dee et al 2011

3.6.2 Cross assessment of the observations

For the CMUG cross-assessment and to find altead@NSO indices, we investigate the

variability for all CCI variables for the equatdriRacific Ocean, by calculating normalized

anomalies (5°S to 5°N) for all longitudes and menibr CCl SST, Sea level, ocean colour
(chlorophyll) and cloud cover. The results are shawvHovmoller diagrams (Figure 31), where

the positive and negative values show the deselisethanonthly anomalies as function of

longitude and time. For all variables we see thengf El Nifio event 1997/1998 and the following

longer La Nifia period as well as other weaker Eid\§ peaking further west. We note that the
largest variability for the different ECV's occurdifferent longitudes.
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Figure 31: Hovmodller diagrams for Pacific Ocean 58-normalized anomalies for CCI SST, Sea
Level, Chlorophyll and Cloud cover as functioniofd and longitudes between 100E to 270E.
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For the rest of this WP we concentrate on SST,dd@nd OLR. Observed and simulated ENSO
characteristics is thought to depend on the mese 8t the tropical Pacific Ocean as well as the
variability in time and space. We compare the EGWé&an values (left column) and variability
(right column) to other observations and ERA-Inteas a function of longitude in Figure 32. The
CCI SST varies from 30°C over the western warm pleateasing over the cold tongue region to
25°C of the South American coast (Fig 32a). CCl $SVery similar to HadISST data but
somewhat warmer, 0.5°C, for the western part. Ve show the CCI SST uncertainty plotted
around the mean. It is too small (~0.1°C) to bartyevisible but we note it is smaller than the
difference compared to HadISST mean value.
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Figure 32: Mean (left column) and STD (right colymalues across the tropical Pacific Ocean
(5S-5N) for SST (a and b) CCI 1992-2015 (red Imesn and uncertainty), HadISST 1992-2015
(black hatched lines) and ERA-Interim 1979-200&i€blines), for Cloud cover (c and d) CCI
1982-2014 (red lines mean and uncertainty), PATMQ®82-2014 (black hatched lines) and
ERA-Interim 1979-2008 (blue lines), for OLR (e &OAA 1982-2015 (blue lines) and CERES
2001-2016 (black hatched lines).
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The mean cloudiness across the Pacific Ocean isapesl, all cloud data sets have high values
(~70%) for the western convective region, minima-48%) over the mid Pacific Ocean and high
values (~70%) for the eastern stratocumulus regfothe South America coast and (Fig 32c).
The CCI cloud minima is 5% smaller than for theeotata sets. The CCI uncertainty (red thin
hatched lines in Fig 32c) is unrealistically large0%, i.e. larger than the differences compared to
PATMOS-x and other AVHRR datasets (not shown). Th# cloud mask uncertainty is based on
hit rate scores against measurements from the GAaudsol Lidar with Orthogonal Polarization
(CALIOP) not taking into account co-dependent pieebrs. This will be improved in the next
CCI release v3.0. For most other CCI cloud varialdach as liquid and ice water path, the
uncertainty estimates are based on optimal estimétieory

OLR is low over the western convective region fottoNOAA and CERES as expected for the
high clouds emitting at lower temperatures, whileROis high for the mid Pacific where on
average less high clouds shield the surface anthé®omestern stratocumulus region with low
clouds emitting at higher temperatures (Fig 32&RES provides direct measurements of OLR
although data is only available from year 2000. MOBLR is derived from AVHRR data from
1979 and onwards and has a coarse resolution %25 and therefore not ideal.

We examine the variabilities across the Pacificabd® find the optimum region to characterize
ENSO for each ECVAs noted before the largest variability for théfetent ECV's occur at
different longitudes as seen for the deseasonafisaothly standard deviations (STD's) (right
column, Figure 32). SST has a wide flat peak in & wide gradient in mean SST) over the
Pacific cold tongue region (enclosing the Niflo3egion), which is the standard region for
classifying the ENSO phases. In contrast the cem@tlOLR variabilities have peaks in their STD
distributions just east of the dateline (~190E)hia Nifio4 region (160E-210E) where their mean
values have sharp gradients (Fig 32c).

The CCI SST variability is larger than for the atludservations which likely due to the high
horizontal resolution (0.25°) than for the HadIS8d ERA Interim datasets (1.0QCI CLT has
higher variability than PATMOS-x and ERA-interimrfthe warm pool region, which appears to
be due to less CCI cloudiness during La Nifia timeoals compared PATMOS- and CLARA-A2
(not shown). The reason for CCl AVHRR detecting éewow and mid clouds common for La
Nifia is unknown, but it has been communicated ¢éoGloud CCI team. For OLR we note that
CERES has much lower STD values than NOAA eadtetiateline (Fig 32d), this is due to the
short CERES time record, 2001-2016, which doesnuhide the major El Nifios over the central
and eastern Pacific during the 80's and 90's (gp83€).

Next we investigate the time variabilities for tBEV's by calculating indices for the different

regions with the highest variability. The deseatised monthly anomalies normalized by the
mean standard deviation are shown in Fig 33 folNifi®3.4 region. The CCI SST timeseries is
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almost identical to HadISST and show the ENSO pghalee cloud index (Fig 33b) covary with
the SST index especially for the positive ENSO ph@d.R is anti-correlated with SST and Clouds
(Fig 33c), i.e. less emitted OLR for high conveetiglouds associated with El Nifio and the
opposite more OLR when convection is suppresseidglia Nifa.

The scatter plots in Figure 43 show the relatiogtsvben the SST indices and CLT (top row) and
OLR (bottom row) indices, respectively. For the d8a region (left column) the relationships are
stronger for El Nifio, high positive values, than @ Nifia, negative values, for SST and CLT.
For the Nifio4 region (right column) the relationslietween the indices is skewed towards
negative values, capturing the La Nifia phase better
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Figure 33: Timeseries of Nifi03.4 indices for a. $&OISST (black thin line, repeated in all 3
panels) and CCI SST (red line), b. CCI CLT (ree)iand PATMOS-x CLT (black hatched line),
and c. NOAA OLR (blue hatched line) and CERES @l&K hatched line).
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The CLT-SST (Fig 34a and d) relations are simibathe OLR-SST relations (Fig 34b and d) that
has been used to characterize ENSO phases (L'Heatal 2015). The CLT-OLR relationships
for the different regions are close to linear (B and f) especially for the Nifio4 region. The
existing direct measured OLR satellite datasetshogt, only 15 years or less, while there exist
multiple cloud satellite datasets with long timeawls. From these comparisons we therefore
suggest using satellite cloud dataset to completenOLR datasets when evaluating observed
ENSO. The relationships in Fig 34 can be viewethasENSO relation between the ocean part
(SST) and the atmospheric part (OLR or CLT), négp $s to evaluate these relationships in the
models.
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Figure 34: Scatter plots of the Nifi03.4 (left conjrand Nifio4 (right column) timeseries indices for
CLT versus SST (top row), CCI SST vis CCI CLT dad), HadISST vis CCI CLT (black circles),

for OLR versus SST (middle row), CCI SST vis NOBR (@ed dots), HadISST vis NOAA OLR (black
circles) and for CLT versus OLR (bottom row), CQITGrersus NOAA OLR (black circles).
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3.6.3 Evaluation of ENSO in climate models using CCI and other observations.

We now examine the ENSO variability in climate migde/aluating SST, T2m, Clouds and OLR
from climate models. Most CMIP5 coupled atmosplerean models have cold SST biases in the
western equatorial Pacific for the cold tongueaagind warm SST biases in the far eastern Pacific
(east of 260E) where stratocumulus clouds are estiarated (Bellenger et al 2014). To evaluate
the climate models, we first analyse AMIP simulasipwith prescribed observed monthly SST at
the lower boundary, thereby isolating the atmogphgrt of the model and capturing the present
day ENSO through the SST variations. Thereafteevatuate the corresponding CMIP5 historical
simulations for present day and RCP4.5 scenariosefa of the 21th century. The models
presently used are CNRM-CM5 (1.4°x1.4°, L31, Votdat al. 2013), EC-Earth (1.1°x1.1°, L62,
Hazeleger et al 2010), HadGEM2-A0O (1.9°x1.3°, L60]lins et al 2011) and IPSL-CM5A-MR
(2.5°x0.6°, L39, Hourdin et al. 2013), the data evebtained from the World Climate Research
Programme’s (WCRP) CMIP5 data archive made ava&labtough the Earth System Grid
Federation.

All four AMIP5 models, have 1-3°C colder two metemperatures (T2m's) than the prescribed
SST's for the tropical Pacific Ocean, especiallyti® western part as seen in Figure 35a. These
T2m biases are similar in magnitude and shapegavil known western Pacific cold SST bias
mentioned above. The other common coupled modélgmg the warm SST bias for the eastern
Pacific Ocean, is not present in the T2m's. The S¥D (Fig 35b) are close to HadISST, plotted
for the same time period 1979-2008. The T2m vditghs smaller than the prescribed observed
SST STD for the western Pacific. The cold two meterperatures and small variability over the
cold tongue region suggests that the atmospherdefaan this study are contributing to the cold
tongue coupled model SST bias, but for the eastarm bias the ocean play a larger role.

The AMIP5 model spread in mean CLT is large (-1620% biases compared to observations for
mid Pacific Ocean Fig 35c). Two of the models (E&tk and HadGEM) capture the longitudinal
variation of the mean and variability for both Camd OLR. CNRM underestimate clouds for the
eastern Stratocumulus region and has a peak iabi#y too far east. IPSL CLT mean and
variability do not change much across the TropRatific Ocean but it has a maxima for the
stratocumulus region. Both CNRM and IPSL OLR haaxima further east than observed thereby
underestimating OLR for the western part and ovnesing for the eastern part, still their OLR
variability peaks for the Nifio4 region as observed.

The results for the coupled atmosphere-ocean strontaare show in Figure 36. All four CMIP5

models SST's for present day are too cold over wia$ie Pacific Ocean except for warm biases
at the eastern edge, as found in previous studam@ntioned above. The present day variabilities
are too small compared with observations and thesepeaks in STD around at 240E-250°E,
contrary to the observed flat structure. Towarasehd of the century all models mean tropical
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Pacific Ocean SST increase by 1-2°C and the SSTiBdPase for most models. All four models
retain the longitudinal pattern with the erronepasak in STD around 240-250°E.

The CMIP present day cloudiness biases comparthe tobservations are similar (in shape) to the
AMIP simulations biases except over the Easter fleaevhere the models have larger
underestimates of CLT in accordance with their fpesbias in SST. The CMIP CLT present day
variabilities are smaller than the AMIP variabégiand have a flatter structure. The variabilities
become slightly larger towards the end of the agntxcept for eastern parts where they remain
fixed.
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Figure 35: AMIP5 1979-2008 simulations. Mean (leflumn) and STD (right column) values

across the tropical Pacific Ocean (5S-5N) for S&arn(d b, observations HadISST, full lines SST,
hatched lines T2m), CLT (c and d, observations @@¢) OLR (e and f, observations NOAA) for
EC-Earth (cyan), HadGEM (green), CNRM (magenta) HSL (red).
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Three of the models have a small increase in clasdi towards the end of the century (2-5%) and
their longitudinal pattern remain. While the fountiodel, IPSL, has a small decrease in cloudiness
(3%). The changes in cloudiness between CMIP pteksey and future are smaller than difference
compared to the AMIP cloudiness.
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Figure 36: CMIP5 1979-2008 (full lines) and CMIP®7D-2099 (hatched lines). Mean (left
column) and STD (right column) values across tbeitral Pacific Ocean (5S-5N) for SST (a and
b, observations HadISST), CLT (c and d, observatiofl) and OLR (e and f, observations
NOAA) for EC-Earth (cyan), HadGEM (green), CNRM ¢mata), IPSL (red). (The model OLR
will be added to e and f)
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The ENSO relationships between the AMIP SST indares clouds and OLR indices are shown
for the Nifo34 region in Fig 37. The models relasbip for SST-OLR are close to the
observations, while for SST-CLT only HadGEM and E@rth are (fairly) similar to the
observations. This confirms that the two modelsR&Nand IPSL, have cloud fraction that are
not radiatively consistent with their OLR. In ordey properly compare model CLT with
observations we need to use a cloud satellite sitowul
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Figure 37: Scatter plots of the Nifio3.4 AMIP5 (ledtumn), CMIP5 1979-2008 (middle column)
and CMIP5 2070-2099 (right column) timeseries irdidor CLT versus SST, CCI CLT versus
NOAA OLR (black dots), EC-Earth (cyan dots), HadGfgveen dots), CNRM (magenta dots)
and IPSL (red dots).
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However, since most CMIP5 and CMIP6 historical aeeénario simulations are run without
simulators, except for a number of specific CFMdpeariments, an alternative would be to
calculate an effective radiative cloudiness fromTCLWP and IWP since those variables are
standard CMIP output. This will be tested as wslttee difference using EC-Earth CLT without
and with Cloud_cci simulator.
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Figure 38: Relationships between CLT and SST (top and OLR and SST (bottom row), for
Niflo3.4(left column) andNifio4 (right column). Observations black markers and eledoloured
markers, EC-Earth (cyan), HadGEM (green), CNRM (erdg) and IPSL (red). The grey box
shows the observed spread and the dark grey thencertainties.
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From this CMUG study we aim to derive observatiaoe#dtions that can be used for evaluation of
models and possibly for obtaining observationakt@ints. By comparing the covarying SST and
CLT or OLR variabilities for the different regionge get measures of the ENSO amplitude, and
the covariaton of the ocean and atmosphere. ThHenprary Figure 38 show these relationships

for the two Nifio regions. For CLT the models shovarge spread as previously discussed we
need to use satellite simulators for the model datavill be done using the Cloud_cci simulator

as well as the simplified simulator using the CMifddel output. For OLR we can compare

directly which will be done when the CMIP5 data édeen obtained.

3.6.4 Feedback to the ECV teams

This CMUG process study revealed issues for somehef CCl ECV's which have been
communicated to the teams. Three examples areilbeddrere. We found inconsistencies in the
Aerosols ECV AOD550 time series, they were notlstalbross the ATSR2 and AATSR satellite
change, adjustments of the jump in timeseries sawee been made in their latest versions. We
also noted that the Cloud_cci v2 cloud fractioneartainties were unrealistically large, due to
assumption of independent cloud fraction pixel exravhich should be improved for Cloud_cci
version 3.
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Figure 39: Hovmoller diagrams for CCl, CLARA and ™OS-x LWP, anomalies for 5S-5N as
a function of time and longitude, 100E-270E.
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For other CCI cloud products we found inconsistesian the timeseries due to hardware problems
for the NOAA satellites as shown in Figure 39. Havmodller diagrams for liquid water path
(LWP) for Cloud-CCI, CLARA and PATMOS-x show unrestic high values for the anomalies
after year 2000. This is due to problems with tt@nging motor on-board the NOAA satellites.
The Cloud-CCl and CLARA team were aware of thidyem but it was not clear on how it could
affect the ECV's. In the latest Cloud CCI data wfrections have been made that mitigated the
issue but some features remain, which should bemeoritated to end users.

3.6.5 Outlook

This study will be updated with the final CClI EC¥ducts, SSH and ocean colour, covering the
full time records when available in 2017. Othee#ié datasets such as ISCCP cloud and radiation
products and water vapour will be added to theyaimbhs well as additional reanalysis products.
We will also add products missing for the climatedals such as OLR and include several more
models from the CMIP5 and CMIP6 archives.

We will continue the analysis on how to compareelttd observed cloudiness with model
simulated cloud fraction, using Cloud_cci simuldtat also trying simplified versions that can be
used to derive model satellite clouds form standaklP output. The impact on the ENSO
characteristics for EC-Earth simulations of diffgrdorizontal and vertical resolution is also
ongoing. A paper is in preparation in collaboratiith the ECV teams on this ENSO evaluation
using multiple ECV's. Thereafter the new ENSO damgics will be implemented into the
ESMValTool
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3.7 Coupled climate model assessment [WP3.5]

Key Points:

» Comparison of satellite derived products for Sodidure and Evaporations exhibit huge
differences. It is not possible to say which onelaser to the reality.

» Partitioning combined SW surface radiation and evafon data with respect to 4 soil-
moistures quartiles at regional scale allow to\@egonsistent diagnostics on the land-
atmosphere coupling.

* These diagnostics can be used to better constasameterization implemented in climate
models.

3.7.1 Introduction

The strength of the coupling between the soil-nooestand surface atmospheric variables has
important implications for regional climate simudats as well as for cli- mate projections Cheruy
et al. (2014),0rth and Seneviratne (2017). It istadled by the boundary layer turbulence, the
radiation at the surface, the precipitation and dtae of the soil. The observation and/or the
numerical simulations of processes like cloud-raoiminteractions, boundary layer-turbulence,

precipitation that control the coupling are stilalenging. The soil-moisture itself is a quantity

poorly observed at scales consistent with the nizademodels requirements. In this work we

explore conjointly various state-of- the-art satellor site-observations upscaled products for
evaporation, soil moisture and radiation in orderderive guidance for the development of

parameterizations relevant for the soil-moisturaagphere coupling in the IPSL-CM.

3.7.2 Materials and Methods
Observations

We used site-observations Jung et al. (2011) ugdcatoduct for evaporation and, satellite
estimation of evaporation and soil moisture throdgta assimilation process Martens et al. (2017)
and ESA-CCI Blended Active and passive microwaweenéal of surface soil moisture Dorigo et
al. (2017) and CERES-EBAF for surface shortwaveatauh Kato et al. (2013). For the sake of
manageability of the comparison with model outpwis used monthly mean values and we apply
to the products derived from the observationsst-rder conservative remapping on a common
longitude-latitude grid identical to the one of thedel simulations. The period analysed last over
10 years from 2001 to 2010, where all sets of dedaavailable.

Numerical Simulations

We used the atmosphere-land component of the IR@L{Qufresne et al 2011). LMDZ is the
atmospheric General Circulation Model (GCM) thas baen developed for about thirty years at
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the Laboratoire de Meteorologie Dynamique. The rhoelgolution for this study is 2.5 degree

(latitude) by 1.25 degree (longitude) with 79 weatilevels. The physical parameterizations
originally implemented in the version used heredescribed in (Hourdin et al., 2011) , (Rio et
al., 2010) and (Jam et al., 2013). The Land Suifattee ORCHIDEE model (Krinner et al., 2005).

The parameterization of the soil hydrology allows & physically-based description of vertical

water fluxes, using Richards equation (De Rosna}.e2002; d’Orgeval et al., 2008). This work

has been conducted during a phase of intense tgctini the parameterizations in view of the

Coupled Model Intercomparison Project Phase 6 (@Yl(FPaylor et al., 2012) and the combined
evaporation/radiation/soil-moisture dataset hasnbesed to assess the impact of new
developments of the hydrology module implemente@RCHIDEE (paper in preparation) on the

realism of the simulated soil-moisture atmospheaapling. A reference simulation and three
sensitivity experiments relying on the new develepts of the hydrology module have been
performed with the LMDZOR model. The sensitivity peximents are designed to test a
modification of the vegetation map and of the bgokund albedo (a), in addition to (a) a

modification of the stress function for the tramapon (b), in addition to (c) the implementation

of a resistance for the bare soil evaporation. Eagseriment follows the Atmospheric Model

Intercomparison Project (AMIP) protocol where th@@M is constrained by realistic sea surface
temperature and sea ice, the runs cover the p@@®d-2011. The large-scale atmosphere
dynamics is constrained towards prescribed atmegphenditions using a nudging approach
(Coindreau et al. (2007)). This method has beencessfully used to evaluate the

parameterizations related to the land-surface/athere coupling (Cheruy et al. (2013)). The
simulated global wind fields (zonal u ; meridiondlare nudged with the ECMWF reanalyzed
winds by adding a linear restoring term with a @shielaxing time {nudge-

Method

The global dataset is split into regions in orderirtsure homogeneous climate conditions to
prevail. The Koeppen Geiger climate classificasgatem is adopted. We focus on three regions
where the soil-moisture/atmospheric coupling isrggr the Mediterranean coasts (region 15), the
South Great Plains (SGP) in United States (O6)thedvestern Europe (21) depicted in figure 1.

For each region, histograms of the soil-moisture @fnthe evaporation have been produced with
the various datasets and compared for the wholedherhey are reported on figure 2 and 3 for
the Mediterranean coasts and Western Europe.

For the evaporation (Figure 2), the histogram ef@LEAM product has a much larger amplitude
than the one of the Jung’s product, but the fornthef histograms are similar. Concerning the
surface soil moisture, differences exist in botd #mplitude and the form of the histograms,
especially for the Western-Europe and the SGPglmotvn) regions where the GLEAM histogram
is much skewed to the downside than the CCI-SM blage that GLEAM produces the highest
values of both the surface soil-moisture and ofetvegporation, this is consistent with the use of a
retrieval algorithm that is based on a water budgetoach. For the surface soil-moisture retrieval
the ESA-CCI approach uses an heuristic evaluafitimeadriest and wettest reference values where
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the saturated conditions for the soil moisture matybe always captured (Algorithm Theoretical
Baseline Document: http://www.esa-soilmoistureargisites/default/files/documents /ATDB/

CCl2_Soil_Moisture_DL2.1_ATBD_v3.2_01_Executive%2@8nary.pdf), this can explain the

smaller amplitude of the histograms. In this work uged the combined ESA-CCI product which
results from blended ACTIVE and PASSIVE merged putsl.

Fig. 1. Regions used for the stratification of ttega. The Koeppen Geiger climate classification
system is used.
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of actual evaporation (GLEAM 3.1) and latent heat (JUNG E) of actual evaporation (GLEAM 3.1) and latent heat (JUNG E}
Region : Mediterranean sea (15) - for all the months Region : Western Europe (21) - for all the months
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Fig. 2. Regional histogram for the evaporation (AME3.1 and Jung products) for the
Mediterranean coasts and the western Europe region.
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Fig. 3. Regional histogram for the surface soil staie (GLEAM.3.1 and ESA.CCI Combined
products) for the Western Europe.
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In the merging process, since the passive andeagtdducts have different dynamical range they
have to be rescaled. This is done with the helldDAS- Noah land surface model Rodell et al.

(2004). This approach rises the questions of tier@af the surface soil moisture observations
and on how much the observational product is indeéeet of the model used to rescale the
observations. This issue requires additional ingasbn which is out of the scope of the present
work.

From these results, it is difficult to say if onataset is closer to the reality than another. This
makes the straightforward use for evaluation purpmsmplicated. However, we notice that the
agreement is more satisfying for the evaporati@m flor the soil moisture. This suggests to look
for robust information combining the available d&ts and giving less weight to the absolute
values of the soil-moisture.

The surface soil moisture for GLEAM as well as ESA-CCI is expressed im3.nv3 which is
consistent with a volumetric soil moisture. We certed it in a soil moisture content in the first
10 cm of soil in order to compare them to the samsimulated quantity (expressed<'gnm2).
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3.7.3. Characterizing Soil-moisture - Evaporation Regimes using the
observational products

The way the respective role of soil moisture ardiatat energy at surface impact the evaporation
is poorly constrained at scales representativeefjtid-boxes of a cli- mate model. This induces
significant dispersion in the response of the etr@pgpiration in a changing climate (e.g. Boie
and Terray (2008)) with consequences on the passibpacts of climate change. The above
described datasets can be used to better docuhieptacess. According to the previous findings,
we now use the soil-moisture information to discnate between very dry, moderately dry,
moderately moist and highly moist soil and investiigthe links between evaporation and net SW
radiation at the sur- face for each class of sadistare. More than absolute values of the
evaporation or of the soil moisture, we look fdiommation on the strength of the response of the
evapo- ration to the net SW radiation availablthatsurface. For each region and all the possible
combinations of data, bi-dimensional histogramsdionultaneous (at the monthly time scale)
estimations of evaporation and net shortwave riahidtave been plotted for each of the 4 quartiles
of the soil moisture distribution. In order to gefiormation of the impact of the uncertainties of
the observational products on the robustness alilgnostics, we constructed the histograms for
all possible combination of data. This gives sétsistograms for a particular region.

Whatever the combination used, the scatter pidié robust behaviours for each soil moisture
guartile. When the soil moisture is not too lowe tielation between radiation and evaporation is
almost linear. A straight line depicting a lineagression is super-imposed on the plots. For all
datasets and all regions the intersection withig-agcurs for positive values of the SW radiations,
meaning that below a certain threshold of incon@ngrgy, the evaporation is not triggered. This
threshold is lower when Jung product is used tionasé the evaporation but it is almost insensitive
to the choice of the soil moisture product. For Mediterranean and the SGP and for the lowest
values of the soil moisture the linear relation @dinvanishes. In dry regions (figures 6, 5) and
during the dry season radiation has hard timeigger the evaporation. When it is triggered, it is
a yes-or-no process and the evaporation ratesargnover a large range of values. The highest
values of the evaporation rates occur for the meégliate values of the soil moisture and the highest
values of the net SW radiation. For the moistesirtje (figures 6, 5, 7) the values of the SW
radiation and of the evaporation are relatively.ldnvthis case the surface layer is probably too
moist to allow available soil moisture to evaporatel the radiation is lowered because of clouds.

77 of 174



CMUG Phase 2 Deliverable

D3.1: Quality Assessment Report

21 December 2017

Reference:

Due date: June 2017
Submission date:

Version: 4

actual evaporation (mm.d )

actual evaporation (mm.d ')

evaporation (mmd ')

evaporation (mmd-!)

Evap (GLEAM E 3.1) VS SW (CERES 4.0) according to classes of SM (ESACCI 3.2)
on the period 2001-2011

SM
6

for the region Western Europe (21)

< 22 kg.m ¢, pente: 1.7% mx 3.0%

25 <SM<2B0kgm*,

T T T T T 3.0 6
2.7 .
31
. a
18
L5 i3
12
0.9 *
0.6 1
0.3
0.0 o

50 100 150 200 250

pente: 1 7% mx 107

22 <SM<25.1kgm?, pente:1.8% mx 4.0

0 50

w
o
o

actual evaporation (mm.d ')

100 150 200 250

SM> 28.0 kg.m *, pente: 1.7% mx 135%

100 150 200 250

net shortwave radiation (w.m #}

OOOOHH NN
owo NI AN

50 100 150 200 250

3L <SM<35.7 kgm “, pente:1L.7%mx835

25 <SM<308kgm

Ewvap (GLEAM E 3.1) VS SW (CERES 4.0) according to classes of SM (GLEAM 3.1a)
on the period 2001-2011
for the region Western Europe (21)
SM< 25 kg.m *, pante: 1.7% mx 6.7%
6
T T

:, pente: 1.6% mx72

0 50 100

SM> 357 kgm*, pente: 1. T% mx 7 2%

150 200 250

T | L] T T 6

actual evaporation (mmd ')

0
50 100 150 200 250 0

net shortwave radiation {w.m *)

Evap (JUNG E) VS SW (CERES 4.0) according to classes of SM (ESACCI 3.2)
on the period 2001-2011
for the region Western Europe (21)

50 100 150 200 250

net shortwave radation (w.m )

0
0 50

T T

100

T T T

150 200 50

net shortwave radiation (w.m?)

Evap (JUNG E) VS SW (CERES 4.0) according to classes of SM (GLEAM 3.1a)
on the period 2001-2011
for the region Western Europe (21)

< k te: 3 % 2 <SM< o 2 nte: 1 4% 3 o v &, o
4:%""22"9’""’“]" ldl.mxlzL %(7) ”2. SV. 251:;'“ .Ipeual.umta_ ngzs-gm pente: 12% mx 7.0% 3,0.40
S| 27
. 35 B . 35
24 . | a7 i 24 .,
21, B = 2.1
1.8 7 £ 18 2
1.5 20 . s 20 " 15 20
12 15 A ‘: 12 15
0.9, I 0.9 ,,
0.6 v 0.6
0.3 °° 5 o 0.3 o°
50 100 150 200 250 0.0 %00 Tl0 150 200 250 200 50 100 150 200 250 0.0 oo

25 <SM<28.0kgm *, pente: 1 3% mx 10.7

SM> 28.0 kgm “, pente: 1.3% mx 16.1%

T T T T T

50 100

150

200 250

net shortwave radiation {w.m “)

evaporation (mmd ')

0 50

100 150 200 250

net shortwave radiation {w.m <)

31 «SM<35.7 kg.m *, pente: 1.5% mx 82

25 <SM<30.8kgm

.pente: 1 4% mx91

SM> 357 kgm 7, pente: 1.5% mx 11.6%

50 100 150 200 250

net shortwave radiation (w.m ?)

0.
0 50

T T

100

150 200 250

net shortwave radiation (w.m ?)

Fig. 4. Bi-dimensional histograms of the occurrenégairs of (Evaporation, SNét radiation)
values binned into 20 intervals and for each questiof the soil moisture distribution for the
Western-Europe and for 10 years. The colour scaleates the percentage of the total population
with particular (SWetEvaporation) binned values. The scale is bounde®¥/@ the values out-
side the range are set to the maximum and minirmim®.maximum value is indicated in the title
of each histogram. The datasets used are indidatée title of each set of histograms.
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Fig. 6. Bi-dimensional histograms of the occurrenégairs of (Evaporation, SWnet radiation)
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Fig. 7. bi-dimensional histograms of the occurrenéeairs of (Evaporation, SWnet radiation)
values binned into 20 intervals and per each qlestof the Soil moisture distribution for the
Western Europe and for 10 years. The colour scalieates the percentage of the total population
with particular (SWetEvaporation) binned values. The scale is bound&da the valuesutside

the range are set to the maximum and minimum.
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Fig. 8. Soil moisture distribution for Western Epeoand Southern Great Plains, and histograms
of the distribution of the evaporation and SWneliation binned into 20 intervals for each
quartile of the soil moisture and for 10 years.

Figure 8 gives an even clearer picture of the ediimpact of the soil moisture on the SW
radiation. The histogram of the SW radiation ane &vaporation have been plotted for each
guartile. The blue line which corresponds to thasteo upper soil layer peaks at low values of
both SW radiation and evaporation. The occurreridegh evaporation rate is more frequent in
the driest quartile.

3.7.4 Comparison with the model simulations
Discussion of the bi-dimensional histograms

We produced bi-dimensional histograms similar ® ¢mes produced with the observations but
for the reference simulation and the 3 sensitieikperiments. All these sensitivity experiments
potentially impact the radiation and the evapogpration. The model produces more regular
distribution than the observations (e.g. figuree difficulty to trigger the evaporation when the
soil is dry is captured by the model. When thessaik moister, the almost linear behaviour of the
evaporation-radiation relationship is also capturgall experiments. The results of the reference
experiment and the first 2 sensitivity experimests similar (not shown). When the soil is dry
(first 2 soil moisture quartiles), the model appdarbe slightly more efficient to evaporate fa th
high values of the net SW radiation. It is remat&dbat the intersection of the regressed straight
line with x-axis occurs for negative values of 8\ radiation. This indicates that evaporation can
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occur even when the SW radiation is very low in tcastiction with the observations. This
behaviour is corrected when the resistance to #Hre Boil evapo- ration is activated in the
simulations. Note that this modifies the distrilbuatiof the SW radiation for all quartiles as well.
For intermediate values of the SW radiation, th@pevation rates are lower, in better agreement
with the histograms obtained with the pro- ductsweel from observations. This is particularly
true for the Mediterranean area and the SoutheeatG?laines. The maximum value of the SW
radiation, is often higher in the numerical simwalas compared to the CERES derived
observations.

Simulation used: CL5.3977.L2729.v3 on the period 2001-2012 Simulation used: CL5.3977.L2729.c.v3 on the period 2001-2012
for the region Western Europe (21} for the region Western Europe (21)

SM< 15, pente: 1.2% mx 5.0% 15 <5M<218 . pente: 1 5% mx 25
6

SM= 16, pente: 1.2% mx 6.2%

3.0 3.0 3.0 616 <SM=<23.0 , pente: 1.6% mx 4.2 3.0
2.7 2.7 2.7 2.7

-~ 2.4 24 _ - 2.4 2.4
T 2.1 21 5 2.1 2.1
£ 1.8 1.8 E 1.8 1.8
s 1.5 1.5 ¢ 1.5 1.5
g - 12 % 12 1.2
§ 0.9 09 § 0.9 0.9
8 0.6 06 @ 0.6 0.6
0.3 0.3 0.3 0.3

0 50 100 150 200 250 0.0 0 50 100 150 200 250 0.0 0 50 100 150 200 250 0.0 0 50 100 150 200 250 0.0

612 <5|M<25| 8, P‘e”téi ‘177% "m““ 3.0 s SM> IZS 8 -IPEMEI lﬁTﬂ mx ‘9'9% 3.0 623 <5IM<25I4. p‘ente: Il.S%‘mx 6.3 3.0 o SM> 2I6 4.‘pem.el: 1 5‘;‘& mx Ilo.g% 3.0
2.7 2.7 2.7 2.7

_ 74 ° 1024 _ 1fA24 1024
e 2.1 , 1H2.1 = {H2.1 , 1H2.1
£ 1.8 1.8 & 1.8 1.8
: 15 s {H15 - {1H15 - {B1.5
g 1.2 12 1.2 1.3
g 0.9 * 1009 % 1Hoo * 1H0.9
e 0.6 , | H0.6 @ {H0.6 , {H0.6
0.3 0.3 0.3 0.3

0 50 100 150 200 250 0.0 Du 50 100 150 200 250 0.0 0 50 100 150 200 250 0.0 Uu 50 100 150 200 250 0.0

solar radiation at surface (w.m ) solar radiation at surface (w.m *) solar radiation at surface (w.m?) solar radiation at surface (w.m )

Fig. 9. 2D-histograms of the simultaneous (evapgorgatnet SW radiation) pairs for each quartile
of the soil moisture distribution for the Westerar&pe. The values outside the range are set to
the maximum and minimum. The left hand side hiatagr corresponds to the reference
experiment, the right hand-side plot correspond$i&osensitivity experiment where the resistance
to the bare soil evaporation is implemented (v3.c).
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Simulation used: CL5.3977.L2729.c.v3 on the period 2001-2012
for the region Mediterranean sea (15)
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for the region Mediterranean sea (15)
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Fig. 10. 2D-histograms of the simultaneous (evapora net SW radiation) pairs for each
guartile of the soil moisture distribution for thdediterranean area. The values outside the
range are set to the maximum and minimum. The nuaxivalue is reported in the title of each
histogram. The left hand side histograms correspdndhe reference experiment, the right
hand-side plot corresponds to the sensitivity eixpent where the resistance to the bare soil
evaporation is implemented (v3.c).
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Fig. 11. upper panel: histogram of the surface sailisture for the Western Europe area, middle
panel : histograms of the SW net radiation for esgih moisture quartile, lower panel: histogram
of the evaporation for each soil moisture quartildne left hand-side panels correspond to the
reference numerical experiment, the right hand-side to the sensitivity experiment where the
resistance to the bare-soil evaporation is turned o
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Figure 11 and 12 (lower 2 panels) show the histagraf the evaporation and the SW radiation
for each soil moisture quartile and for the refeeenumerical experiment and when the resistance
to the bare soil evaporation is turned on. Foffitse3 quartiles, the histograms of the evaporatio
and of the SW Radiation are very similar, contyaiol the observations. In Western Europe (figure
4.1), the model shows very low values (less tharW_Lm_z) of the SW radiation for the dry
guartiles in contradiction with the observationshéf the resistance of the evaporation for the
bare soil is turned on the frequency of the lowpevation rates is increased in the moister quartile
(blue curve). Negative values of the evaporatiamwto -0.3 mmd) are simulated during winter
over Western Europe they corresponds to condemnsataresses.

Revisiting a long lasting bias

Most state-of-the art climate models contributiag>MIP5 shared a strong summer- time warm
bias in mid-latitude areas, especially in regionshsas the Southern Great Pains where the
coupling between soil moisture and atmospherdesiie. The most biased models overestimate
solar incoming radiation, because of cloud defiodl have difficulty to sustain evaporation. These
deficiencies are also involved in the spread ofstlmamer temperature projections among models
in the mid-latitudes Cheruy et al. (2014) Near acefsimulated temperatures are compared to the
0.5 x 0.5 CRU-TS3.10 2- m temperature dataset (Mitchell aodes, 2005) and the 2D
histograms of the (SW radiation, temperature btas)ples are calculated for each of the soil
moisture quartiles. The results are displayed guré 13.

Whatever the quartile, the bias is stronger foihilgaest values of the SW radiation. An interesting
result here is that the bias exists even for lagtrie, where soil moisture is available for
evaporation. When the resistance to bare soil ea#ipa is activated, the bias increases more
rapidly with the SW radiation (the slope of theslm regression depicted by the white straight line
on the plots increases from 0.6% to 1.2 %). Thisoissistent with insufficient evaporation rates
contributing to the bias and in this model diffiguto evaporate occurs even when enough soil
moisture and radiation are available. Evaporasonade of bare soil evaporation and transpiration
by the plants that take the moisture from deepg@rlan the soil. It is possible that in this case a
under-estimation of the transpiration is resporsibf the too elevated temperature.
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Simulation CL5.3977.L2729.c.v3 for the region 6 Southern Great Plains
(2001 - 2012)
Soil moisture (mrsos)

Simulation CL5.3977.L2729.v3 for the region 6 Southern Great Plains
(2001 - 2012)
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Fig. 12. Upper panel: histogram of the surface sodisture for the Southern Great Plains area,
middle panel : histograms of the SW net radiatimneach soil moisture quartile, lower panel:
histogram of the evaporation for each soil moistywartile. The left hand-side panels correspond
to the reference numerical experiment, the rightdiaide one to the sensitivity experiment where
the resistance to the bare-soil evaporation is éaron.
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Fig. 13. Bi-dimensional histograms of the occurmemd pairs of (surface air temperature bias,
SWhnet radiation) values binned into 20 intervald &or each quartiles of the surface Soil moisture
distribution for the Southern Great Plains and fbd® years. The colour scale indicates the
percentage of the total population with particuf@AT bias, SWe{ binned values. The bias is
evaluated against CRU data. The scale is boundé¥atthe values outside the range are set to
the maximum and minimum. The maximum value isatetidn the title of each histogram.
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Soil Moisture Histograms

The upper panels in Figure 4.1 and 12 show thednams of the soil moisture for the Western
Europe and the Southern Great Plains. The histagminthe soil moisture are significantly
different, especially for Western Europe, whereythleow a tri-modal distribution. While in the
real world a large number of texture is present @nohixed in each model grid box, the soll
hydrology module works with the predominant soitttee in each only the predominant soil
texture is selected for the description of the wéteces by the soil hydrology module ; the tri-
modal structure of the histogram reveals the sigeatf the three different textures present in the
Western Europe region according to the USGS-pratlucsoil property maps
(http://soils.usda.gov/use/worldsoils/mapindex/gdisn the numerical experiments. This rises
several questions on both the retrieved and thelated surface soil moisture and on the approach
to compare them.

— The tri-modal structure of the simulated soil stiaie histogram might shows that it is
necessary to improve the representation of thatranis of the pedotransfer function with
the soil grain size distributions (e.g Schaap €26@01).

— Underlying hypothesis in the numerical model amdhe retrieval algorithms (e.g.
dependency of the wilting point and field capaeityh the soil grain size distribution)
might leads to inconsistent estimation of the sodisture content. This can lead to
misleading conclusion when directly comparing sied and retrieved soil moisture
content.

— Greater care should be taken in order to alloammgful comparison. This requires more
detailed description of the underlying hypothesighe retrieval algorithm in order to
allow to construct and compare normalized histogr&moster et al. (2009) with rely on
similar hydrological properties related to the sexture.

3.7.5. Summary

We showed that satellite derived products for evafan and surface Soil Moisture exhibit strong
differences. It is not possible to say which onel@ser to the reality. This is particularly truge f

the surface soil moisture. Nevertheless the paniitig of combined SW surface radiation and
evaporation data with respect to 4 soil-moisturargjies at regional scale and on a monthly basis
allowed to derive consistent diagnostics which lbarused to better document the soil-moisture
atmosphere coupling and as a guidance for the digmwant of the parameterizations implemented
in the climate model. A better description of tmelerlying hypothesis used to derive surface soil
moisture from satellite observations is criticalldetter assess the nature of the soil moisture
observations and to reinforce the robustness afetlogagnostics. Instrumented sites such as the
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ARM site located in the Southern Great Plains mlejuality checked observations of the surface
radiation budget, the boundary layer turbulencethedsoil-moisture which might help to assess
the robustness of the diagnostics as well. In amditwe investigated the behaviour of a long
lasting warm bias which exists in most of the clienenodels over Central North America in
summer. For each soil moisture quartile, 2D-hisaotg of combined SW radiation, temperature
bias have been constructed. While this bias igbated to insufficient evaporation, these
histograms show that the bias is present even whdace soil moisture is not a limitation to the
evaporation. We propose that the transpiratiornefiegetation, which can rely on the moisture
present at deeper levels into the soil, can plaea Finally we identified a spurious behaviour in
the histograms of the simulated surface soil magsithen compared to the satellite product. This
behaviour can be related to the restricted numbgoibtextures implemented in the hydrological
module. The consequences on the soil-moisture/gineos coupling have to be investigated and
improvement in the hydrological module of the LSh foreseen.

88 of 174



CMUG Phase 2 Deliverable

Reference: D3.1: Quality Assessment Report
Due date: June 2017

Submission date: 21 December 2017

Version: 4

3.8 Improved process understanding from Arctic and Antarctic
cross ECV assessment [WP3.6]

ESA-CCl seaice and sea surface temperature data products

We assess here the quality of sea ice concentraidrsea ice thickness datasets compiled by the
ESA Sea Ice CCI (SICCI) team, and perform a po2Y EEross assessment between ESA-CCl ice
concentration and sea surface temperature dataBet@analyse the quality of the sea ice
concentration and thickness products we assimildese datasets into the Max Planck Institute
Earth System Model (MPI-ESM; Stevens et al., 2018)order to evaluate the SICCI ice
concentration dataset we assimilated only SICCldeecentration data into the model, and
compared the performance of the simulated seaghavour with identical experiments where
ice concentration data from the National Snow aedData Center (NSIDC) was assimilated. To
evaluate the quality of the SICCI ice thicknessadat, we assimilated both SICCI ice
concentration and thickness data into the model,cmmpared the simulated sea ice volume to
other observational datasets as well as to theakeme derived from the experiment where only
ice concentration was assimilated. For the polaV EZoss assessment ESA-CCI sea ice
concentrations and sea surface temperatures wamilased into the model. For each of the two
ECVs the assimilation run was repeated with a esfes data product.

The assimilation technique we apply in our modsteay is Newtonian relaxation (or “nudging”),
and besides sea ice also atmospheric and oceasgevalions are assimilated into the model. In
the atmosphere vorticity, divergence, temperatmae surface pressure data provided by ERA-
Interim reanalyses (Dee et al., 2011) are assieti/aivhile ocean temperature and salinity are
nudged with ORA-S4 reanalysis data (Balmaseda,&tGl3). Relaxation times applied when data
was assimilated into the model vary from 1 daydtmospheric nudging to 10 days for ocean
nudging, and 20 days for nudging of sea ice. When gea ice concentration is assimilated into
the model, sea ice thickness is updated propoitjoimesea ice concentration updates (Tietsche et
al., 2013).

Results of our performance analysis for both SIE&2 ice concentration and thickness datasets,
as well as for the polar ECV cross assessmengiaea below.

3.8.1 ESA-CCl seaice concentration dataset (version 1.1, daily data, 1991-2008)

A comparison of SICCI and NSIDC sea ice concemnagiroducts shows that the Arctic sea ice
area computed from SICCI data lies between NASAAT éaavalieri et al., 1984) and Bootstrap
(Comiso, 1995) datasets from NSIDC. While NASA-Tedata shows lower Arctic sea ice area
than SICCI, the Arctic sea ice area derived fronotBwap data is larger than for SICCI. The
difference between NASA-Team and Bootstrap prodiliessin the selection of tie points for
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brightness temperatures representing “fully iceered” grid boxes. In the Bootstrap retrieval
algorithm 100% ice cover is obtained already favdo brightness temperatures compared to the
NASA-Team algorithm. From computed Arctic sea iceaag we infer that the SICCI algorithm
gives intermediate ice concentrations in the Arclius result also holds for simulated Arctic sea
ice area in assimilation experiments with the défe ice concentration datasets.

The Antarctic sea ice area derived from both th€C3lice concentration dataset and the
assimilation run performed with SICCI ice concettras shows that in the Antarctic the SICCI
product resembles the NSIDC Bootstrap product, evtiie NASA-Team product shows about
10% less sea ice area.

Seaice concentration difference, 1991-2008, MAR mean  Seaice concentration difference, 1991-2008, MAR mean
SICCI| observations minus assimilation NSIDC/NT observations minus assimilation

ses ice concentration difference sea ice concentration difference

< — | — ]

-0.10 -0.05 0.00 0.05 0.10 -0.10 -0,05 0.00 0.05 0.10
Data Min = -0.10, Max = 0.39 Data Min = -0.10, Max = 0.35

Figure 40: Sea ice concentration differences bebn@eservations and the associated assimilation runs
are presented for SICCI (left) and NSIDC/NASA-Té&aght) data products. March-mean values over the
period 1991 to 2008 are shown.

A regional evaluation of the correspondence otg®milated sea ice data product with the model
physics indicates, however, a clear difference betwSICCI and NSIDC data products. In many
regions, especially in the Norwegian and Labrada, ®w ice concentrations (< 3%) are obtained
by the SICCI algorithm in grid boxes where obsersed surface temperatures as well as NSIDC
ice concentration products indicate ice-free watésse Figure 40). These spurious ice

concentrations occur, because consciously no wehltiee was applied in the SICCI algorithm.

In NSIDC ice concentration products these low ioacentrations, which originate from the
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contribution of clouds to brightness temperatuessorded by the satellite, are removed by a
weather filter. However, since it is not feasitieobjectively distinguish between the origins of
possible brightness temperature sources, weattessfare likely to filter out also contributiont o
actual sea ice. Thus, although not using a wedilkesrintroduces spurious ice concentrations in
the open ocean, it provides a more objective viewtlee satellite data, since no actual ice
concentrations are removed and it is left to thex tesdiscard spurious low ice concentrations over
open waters, if intended.

The regional investigation of the assimilation periance also showed that a notable amount of
sea ice in the marginal ice zone melts directlyratissimilation into the model. The most
prominent area for this to happen is the DavisitStsae Figure 40). Sea ice observations show
that in a few years (e.g. 1993) this area is lgrgelvered by sea ice in March, however, model
physics does not allow here for sea ice to exise model physics in a grid box where both sea
ice and sea surface temperature are assimilateldecdascribed as follows:

In a model grid box the temperature of the uppetrmaosan layer needs to be at freezing point to
allow even for small amounts of sea ice to exibug] assimilated sea ice cannot persist if the heat
content in a certain ocean model grid box plusstira of heat contributions from the assimilated
sea surface temperature and the assimilated saddseup to an ocean surface temperature above
freezing.

In many regions inconsistencies with the assimdl&8T data also play an important role (see also
Section 3.7.3).

In summary, we consider the SICCI sea ice conciemtralata product as adequate for use in
climate modelling, and of comparable quality as DiSidata products. A major advantage of the

SICCI product with respect to other datasets i®iter characteristics. The different types of

uncertainties provided with the dataset allow farenaccurate studies, e.g., on the evaluation of
model physics.

3.8.2 ESA-CCI sea ice thickness dataset (version 0.9, Arctic-only, monthly data
for October to March, 2003-2008)

A comparison of the SICCI ice thickness producthwidther data products derived from
observational time series reveals a substantiatipedias in SICCI data. When besides sea ice
concentration data also SICCI ice thickness datsssmilated into the model, the March-mean
Arctic sea ice volume exceeds the ice volume ddrivem the assimilation run where only ice
concentration is nudged by almost 100% (see FidLye
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Reduced Arctic sea ice volume, MAR mean
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Figure 41: March-mean reduced Arctic sea ice volawver 2003-2008, as derived from SICCl ice thicknes
data (red dotted line), the combined SICCI icekh&ss/concentration assimilation run (red solic)iras
well as the SICCI ice concentration-only assimdatrun (black line), is shown. The term “reduced” i
introduced here, since only grid boxes, where #&C§Eice thickness dataset contains non-missing non
zero values, are considered.

A side effect of assimilating high SICCl ice thiggses into the model is that almost no assimilated
sea ice in the marginal ice zone is lost direcligraassimilation due to sea surface temperatures
above freezing (see section on SICCI ice conceotraiata). The additional cooling of the system
due to the positive bias in assimilated ice thicleas prevents assimilated sea ice from being
melted. However, we find the positive bias in thH€S sea ice thickness dataset to be too large
to allow for the data product to be of adequateliguéor climate modelling studies. Error
characteristics were not provided with the SIC@lItitickness data product.
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3.8.3 Cross assessment ESA-CCI sea surface temperature and ice concentration
(SST data version 1.1, daily data, 1992-2008)

A comparison between ESA-CCI sea surface temperd88T) and sea ice concentration (SIC)
datasets reveals that inconsistencies among thepdaducts exist in many regions close to the ice
edge. Figure 42 shows the ESA-CCI sea surface tatyoe for March 1998 in all grid boxes
where the ESA-CCI ice concentration is larger tB&&q Particularly in the Denmark Strait, but
also in other regions such as the Baltic Sea, wdace temperatures exceed 2°C over large areas,
although ice concentrations above 5% are founiddrsame grid boxes. This result does not change
gualitatively in other years.

CClI sea surface temperature, March 1998
displayed only where CClice concentration = 5 %

Sea surface temperature (°C)

<4 1 . ; ]
-18 -14 -10 -06 -02 0.2 0.6 1.0 1.4 1

Figure 42: ESA-CCI sea surface temperatures arevshior March 1998. Grid boxes with less than 5%
ice concentration were set to 0°C.

The reason for these inconsistencies is likelyfibrathe compilation of the ESA-CCI SST product
another sea ice dataset, the OSI-SAF SIC prodas,used to determine the exact position of the
ice edge. Thus, ESA-CCI SST and SIC datasets aréntfependent data products, each showing
the location of the ice edge as retrieved fromréspective algorithm.

In order to test how MPI-ESM model physics agreéhk woth ESA-CCI SST and SIC data, we
assimilated both datasets simultaneously into thedelhh To assess the quality of the
correspondence between the model and the datagispdve repeated the assimilation run once
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with ERA-Interim (instead of ESA-CCI) SST data, asmite with NSIDC/Bootstrap (instead of
ESA-CCI) SIC data. For reference, we also perforaredssimilation run without any ESA-CCI
data by using the respective SST and SIC refengromiicts.

The impact of the assimilated SST data produchersimulated total Arctic sea-ice area is almost
undetectable. Figure 43 shows that both SST predisstimilated into the model give very similar
Arctic sea-ice area. This result holds, independétite SIC product assimilated simultaneously.
The total Arctic ice area reduces, however, aftsinailation into the model. This reduction is
slightly higher for the ESA-CCI compared to the REIBootstrap SIC product, and is generally
more prominent in March than in September (seerEigiB). The cause for this reduction is
twofold. On the one hand, SSTs above freezing apprhg with the marginal ice zone cause ice
melt in the respective regions (compare Figure @R)the other hand, in regions such as the Davis
Strait MPI-ESM model physics does not allow for ng formed. The reduction is higher for
ESA-CCI SIC than NSIDC/Bootstrap sea ice data,esthe ESA-CCI algorithm does not apply a
weather filter, so that clouds over open wateirae¥preted as ice concentrations by the algorithm
(compare Figure 40).

The general offset between ESA-CCI and NSIDC/BoapsEIC data is likely to originate from a
different setting of the ice tie points in the diént retrieval algorithms.

Arctic sea ice area, March Arctic sea ice area, September
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Figure 43: Arctic sea-ice area in March (left) aBeptember (right) as derived from observationahdets
(solid lines) and assimilation runs (dashed andetbiines). Only grid boxes with non-missing valures
all datasets were considered for the computation.
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3.8.4 Update on CCI Sea-ice concentration data set Version 2.0

In spring 2017, an updated version of the CCI seazoncentration data set was published. There
are four main differences compared to the earkesion of this product.

First, many of the algorithms and processing stegpge been improved in this version 2.0.
Noticeably, the calculation of dynamic tie-poiritee tuning of the sea ice concentration algorithm,
and the mitigation of land spill-over effects watkrevised.

Second, the product comes at three distinct rasakit A high-resolution product at 12.5 km
resolution, a medium-resolution product at 25 ksohetion and a low-resolution product at 50
km resolution. The 12.5km product is deemed mopeemental and for internal evaluation only.
It is not at present made available to the sciertdmmunity.

Third, the product now only covers the period 292015, with a gap of several months in 2011.

Fourth, the product now comes with a filtered wamswhere artefacts possibly arising from
weather influence for example have been removeatiaarunfiltered version that all values as they
are reported by the algorithm. This includes vahlesve 100 % and below 0 % ice concentration.

In the following, we will discuss the impact of #eechanges from a climate-model perspective.

For doing so, we first repeated our analysis ferghevious product version as we have moved on
to a new version of our Earth-System-Model, nanMBI-ESM-LR V 1.1. Using that version, we

in particular found that much of the spurious igedly at the ice edge that we had identified with
the previous version of our model has disappedfed 44 a vs. b). This might be a reflection of
changes in the oceanic mixing scheme that moréstieally distributes the nudged sea-surface
temperature distribution, causing a better repitesien of the observed ice edge in the
assimilation simulation.

Regarding the changes between SICCI 1 and SIC&h&gjor improvement of the compatibility
of the SICCI product with model physics comes aldlputhe improved algorithms of SICCI2.
This is visible by comparing in particular the diftnce between the assimilation simulation and
SICCI data for SICCI 1 unfiltered versus SICCI Zikered (Fig. 44 b vs. d), both evaluated
against our new model version MPI-ESM-LR 1.1. SIdGiontained large areas where sea-ice
concentration was clearly incompatible with mod&ygics, for example in between Svalbard and
Scandinavia. In contrast, in SICCI 2, the unfilteuersion shows far less differences between the
model simulations and the satellite record. Thesaigaually located along coast lines and near the
ice edge, where issues such as grid interpolagaore important. The 50 km resolution SICCI
2 product contains a band of sea ice between Gmeerand Iceland that is not compatible with
model physics. This band of sea ice is absentdr2hkm resolution product. Other than that, the
difference between the low-resolution and the mmdiasolution product are small. We have not
been able yet to successfully assimilate the 1 ukfiltered product into our model.

The provision of a version containing both filter@ad unfiltered version came about in response
to feedback from CMUG that the unfiltered, origipabduct contains sea ice in areas where no
sea ice can be found on physical grounds. Whilé sea ice would usually not affect the use of
the data for climate-model evaluation or initialisa studies, it nevertheless made the earlier
product appear less reliable than comparable ptediibis is despite the fact that this apparent

95 of 174



CMUG Phase 2 Deliverable

Reference: D3.1: Quality Assessment Report
Due date: June 2017

Submission date: 21 December 2017

Version: 4

lack of reliability indeed came along with a mownhkst representation of the possible limitations
of the underlying algorithms. In particular, thefiliared product contains values for sea-ice
concentration that lie outside of the physical mtsufirom O to 100 %, which allows data-

assimilation schemes a possibly more reliable sgmi@tion of the model-data mismatch.

In comparing the simulation with our new model vansfor the old and the new product of CCI
sea-ice concentration, we see comparably littlealvng-term impact of the filtering (middle
row versus bottom row in Fig. 44). Some ice is reaewbby the filter along coast lines, and the
band of spurious ice between Greenland and Icetaremoved in the 50 km product. Other than
that, on the multi-year average that we considee,lée filtering is of limited impact. Note, in
particular, that the filtering might for individudalme steps remove actually existing ice for
example near the ice edge, such that use of tieeefil data in climate-model application might
give misleading results. Hence, as stated abowe & climate-research perspective we very much
welcome the inclusion of the unfiltered data, whilkh experienced user can then combine with
the filtered data according to their own needs.

Regarding resolution, the different products showdifherent distribution of observational
uncertainty, with a clear tendency to higher uraiaty for the high-resolution 12.5 km product.
This is probably related to the fact that this prcdncludes information from the 89 GHz channel
of the AMSR satellites, which is significantly afted by weather noise. The products at 25 km
and 50 km resolution at first sight show a fairipigar distribution of observational uncertainty.
There does not seem to be a distinct advantageed®@ km product, despite its use of a 6 GHz
channel that should be quite insensitive to atmespmoise. Our model at present cannot fully
exploit the information content of the 12.5 km dhel 25 km product, as our model grid resolution
usually is below these values. We can hence nibiglevaluate a possible advantage of the
higher-resolution product for higher-resolved masleiulations.

Regarding the shorter observational period, thmecabout by an agreement between ESA and
EUMETSAT that the ESA CCI product will be basedtba AMSR satellites, which only cover
the period from 2002 onwards, with a gap of sevarahths during the shift from AMSR to
AMSR-2 in 2011. EUMETSAT provides data based on3MMR and SSMI satellites in their
OSI-SAF project, covering the period from 1979 uatilay. Note that many of the insights gained
during the ESA-CCI project have informed the depeient of the recent OSI-SAF product, which
hence profited substantially from the ESA-CCI depehents. However, from a climate-research
perspective the much shorter time series of thiaffESA CCIl product severely limits its
usefulness. Indeed, except for use as initialinadeta in seasonal prediction studies we currently
do not believe that the higher reliability of theCICsea-ice concentration time series can
compensate for the drawbacks that stem from itst $@iogth, at least not for the rather coarse
model resolution that is typical for most currelinate models. This will likely lead to rather
limited use of this time series by the climate-moztenmunity in the foreseeable future, until
models become standard that employ the higherenegsolution that underlies the SICCI product.
Note, in particular, that the native resolutiofd$81-SAF is around 50 km, which is then upsampled
to 25 km. In contrast, the native resolution of BI€CI 25 km product is indeed 25 km. For the
time being, however, because of the greater leoigine OSI-SAF product, it is well possible that
the major impact of the SICCI work on current climeesearch will not carry the SICCI name in
it, but will be hidden behind the label OSI-SAF.
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3.8.5 Update on CCl sea-ice thickness product

At the time of writing in May 2017, no new CCI siea-thickness product is available.
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Fig 44: Difference in March sea-ice concentratia@tween the model assimilation and the satellite
retrieval. Negative (blue) values indicate that slagellite retrieval contains less ice than the eiod
simulation. The panels show the multi-year meaferdihce of March sea-ice concentration for
the period 2003 to 2008.
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3.9 Cross-Assessment of Aerosols, Cloud and Radiation CCIl ECVs
[WP3.7]

Theresults presented in this Section were completed in 2016 and thereis no update to them
in thisreport.

Aim

The aim of this work package is to complement tloekwof the Aerosol CCI Climate Research
Group by providing a cross-assessment in the ESAEQYs and in the CMIP5 climate models.
We also aim at providing an improved process urtdeding by performing additional, more-
detailed studies with the global aerosol model EMARBe following scientific questions shall be
addressed:

* What is the interrelation between different aerpsldud and radiation ECVs in CCI data
and Earth System Models?

* How do the CMIP5 models perform in comparison toae detailed aerosol global model
(EMACMADE) in the representation of processes ealdab aerosol-radiation and aerosol-
clouds interactions?

Summary of Results

A first working version of the EMAC model, coupladth a new version of the aerosol sub-model
MADE (MADES3) has been set up. The MADE3 sub-modehble to simulate the main aerosol
microphysical processes, such as nucleation, caatien and coagulation, as well as the
equilibrium between the gas and the aerosol phésdise current version of EMAC-MADES3, it

is also possible to calculate aerosol optical prige using the aerosol quantities calculated by
MADES3 (particle number, mass and radius) combinghl pre-calculated lookup tables of optical
parameters. This allows us to couple MADES to #diation scheme of the model. An additional
coupling of MADES3 to the cloud scheme (includingas®l interactions with liquid, mixed-phase
and ice clouds) is currently being developed antbeiused to perform the planned experiments
if a working version is available by the end of tireject.

Several test simulations have been conducted hétnéw model system. Using the ESMValTool,
which is being developed within WP5.1, the model been extensively evaluated by comparison
with several observational datasets, includingBS&-CCl aerosol products for aerosol optical
properties. In particular, we compared the simdlagrosol optical depth (AOD) at 550 nm against
the ESA-CCI satellite products (Figure 45). Thewdated AOD is higher than that derived from

ESA-CCI satellite measurements, especially oversthghern oceans, which may indicate too
high sea spray emissions, and in East Asia, whregcarrect estimate of the input emissions may
play a role. As mentioned in the previous quarteglyort, however, differences exist also in the
observational data, e.g. when comparing the ESAymtowith MODIS. Furthermore, deviations
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in the simulated AOD compared to measurements@armn also in other models. The relative
error of MADE3 in this experiment is comparableotasmaller than those of other global models.

In order to perform a full transient simulation WIEMAC-MADE3 and to compare its
performance to that of the CMIP5 models, a singlaission setup has been developed, covering
the period 1950-2010. It makes use of the MACGQitsentory, which builds on the original CMIP5
emission data, but considers yearly-resolved ennissjusing a linear interpolation between the
decades) and a sector-specific seasonal cycle lbase&ETRO. This should allow a more precise
representation of the emissions with respect t&€iiéP5 models, which is particularly important
for aerosol and aerosol precursors given the veligtshort lifetime of these species.

od550aer (MADE3-REF) od550aer (ESACCI-AEROSOL) od550aer (MADE3-REF - ESACCI-AEROSOL)
Ambient Aerosol Optical Thickness at 550 nm [1] Ambient Aerosol Optical Thickness at 550 nm [1] Ambient Aerosol Optical Thickness at 550 nm [1]

Figure 45: aerosol optical depth at 550 nm (od55)aes simulated by EMAC-MADES3 (left panel) and
from the ESA-CCI satellite product (middle panélhe right panel shows the difference model minus
observations. Average values for the year 2001damcted in all panels.
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3.10 Cross assessments of clouds, water vapour, radiation, soil
moisture for regional climate models [WP3.8]

Theresults presented in this Section were completed in 2016 and thereis no update to them
in thisreport, subsequent research in thisarea wasredirected to WP 3.14.

Aim

The aim of this work package is to make an integratssessment of ECV's related to regional
moisture processes - clouds, soil moisture, pretipn and water vapour, to assess their
consistency for African monsoons and Europeanahtia$ simulated by regional climate models.
The assessment will include an estimation of ttabilisy of the corresponding CCI uncertainties.
It will address the following scientific questions:

* How do the CORDEX regional climate models simuldteidiness and soil moisture for
the African and European regions?

* Are observed soil moisture and extreme precipitatelationships captured by regional
climate simulations at different horizontal resauos?

* Investigate moisture related feedbacks in obseamatwhich are important in the African
monsoon development. This involves local feedbaakchanisms, lagged regional
correlations in time and space and large scaleénigrc

» ldentify key processes in regional climate moddfscéing the simulated rainfall and
monsoon systems that can lead to improvementsein tepresentations in the climate
simulations.

Key Outcomes
For Europe,

 The observed variabilities of CCI cloud cover, C&lil moisture (SM) and EOBS
precipitation are consistent over Europe and sl@tédy climate model evaluations. The
regional model anomalies are of similar magnitusléha observed anomalies.

* The climate model output (SM and Clouds) differaipsolute values compared to the
observations. For SM it is due to difference in Wikgossible to compare, for cloudiness
it is due to observational and model errors, daedign the 3 points below.

* SM-CCI absolute values representing the top 2cnmatalbe compared directly to model
fields (see SM FAQ http://www.esa-soilmoisture-cci.org/node/}36 However,
comparisons of absolute values can help to idesgfgsonal model short comings. For
comparisons with models, the model data shouldab®pked in time and space according
to the availability of the satellite data (alsatethin SM FAQ).

* Cloud-CCI prototype data v1.4 cloud cover is oviangasted over North Atlantic and
Mediterranean Sea. Feedback to the Cloud-CCI tessidu to changes in thresholds for
the cloud mask, which has improved the cloud cavéne final v2.0 data.
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* ERA-Interim underestimate cloud fraction in southBurope. The regional climate model
HCLIM agrees better with the satellite observations

For Africa,
e The observed variabilities of CCl and other satelldatasets and surface based

observations are consistent over Africa and sietédnl climate model evaluations.

* Cloud-CCI and other cloud satellite data reveat tlaud cover in the CRU surface
observations have “country shaped” errors.

* CCI Cloud prototype data v1.4 overestimate clowecmver sea for latitudes north and
south of 20°, here the Mediterranean Sea and Sou@eean (improved for v2.0).

» RCA4 overestimate clouds over seas compared tgataedlite observations, for regions
with thin clouds as the stratocumulus region off &frican west coast and cloudiness over
sea East of Africa horn.

Summary of Results

The work so far for WP3.8 include evaluation ofudmess, soil moisture and precipitation
simulated by two Regional Climate Models (RCMsJizing the ESA CCI data soil moisture
remote sensing product (Wagner et al., 2012) andol@@ds (prototype v1.4, Stengel et al 2013)
and EOBS precipitation (Haylock et al 2008). Iniidd we use satellite cloud data from CLARA-
Al (Caspar et al 2009) and PATMOS-x (Heidingerlét(d4) and land surface based cloud data
from CRU (Haylock et al 2008). Simulations werefpened using two different RCM systems,
the Rossby Centre Regional Climate model (RCA4)antimate version of the non-hydrostatic
meso-scale modelling system HARMONIE (HCLIM). Botiodels are driven by ERA-Interim
(ERAI, Dee and co-authors, 2011) lateral boundiig$ of winds, temperature and humidity and
sea surface temperature, every six hours.

All comparisons have been made for monthly meaneslSince the CCI-SM data is available on
daily bases with spatial and temporal gaps, we asaaiplistic simulator interpolating the regional
models daily values of soil moisture to the obstoval grid. A daily mask represented by the
grid boxes which have valid CCI-SM values was agplio the interpolated model SM fields.
From these daily values monthly mean values weleuleded for the RCM's and CCI-SM,
respectively.

HCLIM over Europe
The aim is to evaluate moisture processes for Eunophe high resolution model HCLIM for a

30 year, 6km horizontal resolution simulation (wankt yet completed). Here, we show
preliminary results from a four year (2003-2007)H@ simulation at 15km horizontal resolution
over Europe (Figure 46). An example of the co-\ality of the moisture related variables is
shown for theMediterraneamegion in Figure 47. Time series of absolute val{left column) and
de-seasonalised anomalies (monthly mean removghlt column) are shown for cloudiness,
precipitation and soil moisture.
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ESA CCl SM monthly mean May 2003
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Figure 46: Map of the HCLIM area, the red box shitw region for the time series in Figure 32.
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Figure 47: Monthly mean time series 2003-2007 fo Mediterranean region marked in the
previous figure. Left column show absolute valoeslibuds (top), precipitation (middle) and soill
moisture (bottom). Right column shows de-seas@thhsiomalies for clouds (top), precipitation
(middle) and soil moisture (bottom). Black linesl@@ta, red lines HCLIM, blue lines CLARA

data and cyan lines ERA-Interim.
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The different observations show consistent vanmetion time with higher cloud fraction,
precipitation and soil moisture in winter and lowatues in summer (left columnlhe regional
model anomalies are of similar magnitude as theemiesl anomalies (right columnBoth
observations and model anomalies have the wetiaggtnm2003/04 and the driest 2006/07.

ERA-Interim underestimate cloud cover all year éspecially in autumn to spring (top left), as
also found in other studies for Southern Europdh@at al 2016). HCLIM is similar to ERAI and
does not manage to produce more clouds than ER&é&pe in summer when the regional model
is less influenced by the inflow from the lateralibdaries. Both HCLIM and ERAI reproduce the
observed cloud monthly variability (right top paneut HCLIM has smaller variations than
observed. Cloud-CCI v1.4 overestimate cloud cowar dhe Mediterranean Sea compared to
CLARA and PATMOS-x data (top left) and over theahilic (not shown). This issue was reported
to the Cloud-CCIl team and was found to be due ¢oldav thresholds over sea in the Neural
Network cloud mask. In the latest v2.0 Cloud-CCladidne cloud cover bias over sea has been
reduced.

HCLIM surface scheme has three layers of soil mogsthere we used the top 1cm to compare
with the satellite observation. SM-CCI absoluteuesl representing the top 2cm cannot be
compared directly to models as knowati://www.esa-soilmoisture-cci.org/node/}3dowever,
comparisons of absolute values can help to ideaésonal model short comings. As an example
we note SM-CCI has a peak value each December ialsimulated SM peaks later during the
spring (lower left panel). This model SM bias ca@ &xplained by an overestimation of
precipitation in spring as seen in the middle [&nhel in Figure 47. Further analysis into the
moisture ECV's relationships will be made for thieder simulation.

CORDEX RCA4 simulations over Africa

The analysis of African monsoon and relationshigswieen clouds, precipitation and soll
moisture, in observations and CORDEX (Coordinatedgi®hal Climate Down-scaling

Experiment) simulations is ongoing. Here, we showaneples comparing cloud cover from
different observational data sets and RCA4 (Strargilet al., 2014) run at 50 km horizontal
resolution for the time period 1982-2010 drivenHRA-Interim and different CMIP5 models at
the lateral boundaries.

The East African Monsoon is associated with thedhving south of the equator. The so-called
long rains prevail during spring (MAM) and the sh@ins during autumn (OND). The transition
season (JFM) bring most rainfall and cloudinesgadst Africa. Figure 48 show the mean cloud
fraction for January to March for the satellite @hstions, Cloud-CCIl, CLARA, PATMOS-x and
land surface observations CRU and three reanalgsésets (ERAI, MERRRA2 and JRA25). For
now, we use CLARA as the reference cloud datassete the Cloud-CClI prototype data v1.4 has
some known errors, the analysis will be remadetferfinal phase 2 Cloud-CCl v2.0 datagét
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observational datasets have a maximum in cloudramxer East Africa consistent with the region
of large amounts of rainfall. The reanalysis modeiderestimate the East-African cloud cover
maxima, ERAI being closest to the observations.

Cloud Fraction (clt) | JFM | 1982-2012 | AFR-44
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Figure 48: Top panel: Cloud fraction for observatgand reanalysis over Africa. Bottom panel:
CLARA cloud fraction and differences for sateltted reanalysis data compared to CLARA. All
figures for January-March 1982-2012 (%).

104 of 174



CMUG Phase 2 Deliverable

Reference: D3.1: Quality Assessment Report
Due date: June 2017

Submission date: 21 December 2017

Version: 4

We note some problem regions for CRU, Cloud-CCIl @h@RA cloud fraction. CRU surface
observations have “country shaped” differences @egpto CLARA (Fig 48 lower panel) and
compared to the other satellite and reanalysissi#ta(not shown). CCI Cloud prototype data v1.4
overestimate cloud cover over sea for latitudegshnand south of 20°, as seen here over the
Mediterranean Sea and Southern Ocean. The biasesbkean reduced in the latest Cloud-CCl
v2.0 datasets. CLARA cloud cover is about 10% senalhan Cloud CCIl, PATMOS and the
reanalysis over Sahel and the desert regions ithMdrica. This could be due to problems over-
detecting clouds over desert surfaces for CLARA.

Figure 49 (top panel) show the cloud fraction fWARA and the bias for RCA4 driven by ERA-
Interim and 10 CMIP5 GCM models (resolution 200480) at the lateral boundaries. RCA4
overestimate clouds over sea; for the stratocunmelgion off the African west coast and for seas
East of Africa horn, the biases are very similardlb RCA simulations indicating problems with
RCA thin cloud formation over sea that needs tdob&ed into. RCA4 driven by ERAI has the
smallest bias over land compared to RCA4 driventhey atmosphere-ocean coupled CMIP5
models and the highest correlation compared tmbservations (lower panel). This is expected
since the coupled model climate do not reprodueelimate of a certain year, for coupled models
other statistics is needed. To compare directliz tie observations we will evaluate RCA4 driven
by CMIP5 AMIP simulations (GCM's driven by obsen@8T and Sea-Ice at the lower boundary)
which can reproduce the climate natural variabiMfe will also extend this study to include all
moisture variables and other CORDEX RCM's for thalfCMUG QAR report.

Quality relevant outcomes (updates from CMUG QAR 2015)

We found from these preliminary results assessi@y €M and cloud cover that both variables
are of “climate quality”. CCI clouds and soil maist are consistent on a regional scale. Listed
below are some remarks and recommendations fomtheidual variables and some general
thoughts on observed versus modelled soil moisture.

Cloud-CClI Quality

The Cloud-CCl prototype data v1.4 was obtainedctlydrom the Cloud-CCI team in December
2015, some issues were found and are listed bdlbese issues have been corrected and reduced
in the final version that will be available summe2016 from ftp:/ftp-cmsaf-
projects.dwd.de/ESA_Cloud CCI/CLD_PRODUCTS/L3C/.

* Cloud-CCI prototype data had too much cloud fract@er sea compared to other satellite
data (CLARA, PATMOS) and models (ERA-Interim, ECHBE3 as communicated to the
Cloud-CCl team and since improved in the latesD dataset.

» For the NOAA satellites there are overlapping L¥3Tador same time periods. What is the
Cloud-CClI recommendation on how to make one sitigie series, to minimize the drift
and any artificial trend?
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Figure 49: Top panel: Cloud fraction for CLARA adifferences RCA4 (driven by ERA-Interim
and 10 CMIP5 models) - CLARA. Bottom panel: CLARAccover and correlation CLARA and
RCA4 cloud cover. All figures for January-March 298010 (%).
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SM-CCI Quality

The Frequently Asked Questions on the SM websitgtp:(/www.esa-soilmoisture-
cci.org/node/13pwas very usefullt isrecommended that a FAQ page be set up for all CCl
ECVs, and any bugs can belisted under known issues/errors. The following points should be
added to the SM FAQ to avoid misuse under ‘Do’, Dam ‘Data usage in models’.

* Do not compare (or take care when comparing) yoalghtotal SM directly with these
products, the satellite observes the top ~2cm”.

* Any model data should be masked (“simplistic sirar@pproach”) when compared to
the observations. This is indirectly implied in thpgatial and temporal availability SM
FAQ's. It was less important in this study but @ther regions and time periods the
differences can be much larger. Any user compasitiy model data should strongly be
recommended to do mask the model data.

« It would be useful to have a presentation simitarttiat presented at the CMUQ' 5
integration meeting available at the FAQ link om&where else at the website.

General thoughts on satellite and model soil moisture comparisons
The CCI-SM represents a very shallow layer corredpw to approximately the top two

centimeters of the soil, however, the observediddppends on the soil moisture content (deeper
for drier soils). It is not easy to characterizes ttop soil layer but in many regions it is some
combination of active or dormant vegetation mixgdbme dead vegetation material mixed with
mineral soil. In the model, depending on the exmrtmeterization applied, the top SSM layer
may be purely mineral soil or some weighted valedéwleen mineral soil, soil carbon and
vegetation material.

As stated on the CCI-SM web page “the statisticahjgarison metrics like root-mean-square-
difference and bias based on our combined datesssteentifically not meaningful. Howevehe
CCI SM products can be used as a reference for gngpcorrelation statistics or the unbiased
root-mean-square-difference”. This would suppagtahomaly analysis of SM in the 2015 CMUG
Quality Assessment Report (CMUG 2015), although absolute simulated SM values are
sometimes at the uncertainty limit of the CCI-SNheTmost important soil moisture in models is
represented by the layer occupied by roots sinisadlthe soil moisture limiting the transpiration.
Methods do exist which can be used to integrate-&&lin time to reach a soil moisture
representing a thicker layer but assumptions, samestdifficult to control, are needed for such
methods. CCI-SM can be nudged or assimilated end-kurface model to compile a deep soll
moisture product but such a product will alwaysrmedel dependent and must be used carefully
when compared to other modedssoil moisture product representing the degree of saturation
rather than volumetric soil moisture would limit, or even exclude, any model dependence.
Wearguethat such aproduct ispreferable. The SM team at the CMUGMntegration meeting
informed that such products are planned to be maeesupport that work.
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3.11 Cross assessments of ESA CCI glacier, land cover and sea level
data for hydrological modelling of the Arctic Ocean drainage
basin [WP3.9]

Aim

The aim of this study is to assess the use of the@acier and Land cover data in hydrological
modelling of the Arctic Ocean drainage basin. Th@munderlying question is if the use of CCI
Glacier and Land cover can improve hydrological ele@nd simulated river runoff to the Arctic
Ocean. The current assessment is focused on tlelness of the data as input for model
parameterization, initialization, and evaluatiomgared to pre-cursor datasets, as well as on the
‘climate quality’ of the products in terms of ungamnding long term trends and seasonal variation
in the Arctic hydrological system. In addition, exaluate the suitability of ESA — CCI Land cover
data to derive the location of irrigated areadhgarological modelling at global scale.

Use of Land cover and Glacier data in the Pan-Arctic hydrological model Arctic-HY PE

A pan-arctic application of the hydrological mode¥YPE (Hydrological Predictions for the
Environment) developed by SMHI (e.g. Lindstrom let 2010; Arheimer et al., 2012) is used in
the analysis. The model is based on a semi-disétbonulti-basin approach, with each river basin
divided into sub-basins, and each such sub-bagidedi into a set of soil-type/land-cover classes.
The model domain includes the land area drainibg time Arctic Ocean (excluding Greenland)
and covers 23 million ki divided into 32,599 sub-basins with an average sf 715 kr (see
further on ). The model simulates processes inoytbr instance accumulation and melt of snow
and glaciers, evapotranspiration, surface runoid, @ainage from individual soil layers, routing
in lakes and rivers, and accumulated water disehdmgpugh the mouth of each sub-basin. Arctic-
HYPE version 2.5 was developed without any CCI datag GlobCover 2004-2006. A first model
version 3.0 based on CCI data was developed d@fa§-2016 including information from CCI
Land cover (v1.4) and CCI Glacier (Randolph Gladierentory, RGI v4.0). Included in the
current analysis is also some initial assessmdr@€oLand Cover v1.6 and RGI v5.0.

Land cover information is used in the partitioning of the hydrologicalesebsub-basin areas into
the runoff-generating sub-units representing unmprebination of soil types and land cover types.
The original land cover data is re-classified tenzaller number of classes in order to represent
only the most important hydrological responses progtesses. The current land cover classes in
Arctic-HYPE are: lake, glacier, urban, wetland,pspforest, open vegetation, and bare soil. This
may be a oversimplification, since we know for arste that different types of forest tend to grow
in different hydrological and permafrost conditiqgciduous needle leaf and evergreen needle
leaf, respectively). It should be noted that laoder classes are fixed and their areal extent canno
be changed during the HYPE model simulation. Theepton is the glacier land cover class, for
which the glacier covered areal fraction is caltadebased on the glacier ice volume (see further
below).Lakesand riversare given special attention in HYPE: surface watea can be separated
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into rivers, lakes on the main river course, artdrimal lakes connected to the main river through
local rivers. The outlet of the major lakes areduisethe delineation of the river network and sub-
basins, and their position is thus crucial for Biasic understanding of the hydrological system.
The internal lakes are important for the runofifrthe sub-basin areas to the main river network,
and characterization of the number of lakes and #ige distribution can be further used for
analysis of variation in hydrological response. leger, none of the land cover data used in Arctic
HYPE (neither GlobCover nor CClI land cover) congaifformation to separate surface water area
into rivers and lakes. Lake polygons from the Gldlzke and Wetlands Database (GLWD) are
used to identify the major lakes situated on thenmaer network, whereas the remaining water
area from the land cover data is considered amigtéakes in the model sub-basins. To illustrate
the impact of this assumption, the river areajp@ested from the internal lake area by a simplified
approach based on a buffer zone around the HydandkHydroSHEDS flow lines.

Irrigation plays a crucial role in water management arouadmbrid. According Portmann et al.
(2010) at 25% of the global harvest areas areaitedy Therefore, many hydrological models
including HYPE (e.g. Lindstrom et al., 2010; Arheinet al., 2012) has specific parameterizations
to simulate the role of irrigation on the water leyavhere water is extracted from surface water
bodies or ground water aquifers and applied inrtigated areas depending on the simulated plant
water demand or pre-defined schemes. CCI land cOxk6) provides a specific class for
irrigation: land-cover 20 “Cropland, irrigated avgi-flooding” (Figure 50, blue). The CCI data on
irrigated areas is assess using data from the Ghap of Irrigated areas (GMIA, Seibert et al,
2005), the Global Water Surface Explorer (Pekell ,€2016) and USDS.
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Figure 50. Global map with the location of ESA &6 land-cover 20 “Cropland, irrigated or
post-flooding”(blue) and GMIA (yellow.)
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The distribution of irrigated areas in the CClI laswber data compares well with GMIA over all
continents except America where irrigated areasanepletely lacking in the CCI product. The
irrigated area is also larger in GMIA than in th€l@ata in specific regions in India and China.
However, there is also large areas where irrigasanissing the GMIA data compared to the CCl
data, for instance along the Yangtze and Gangesstiiore results of this analysis is given in the
summary section below.

Glacier information is used to initialize and parameterize a simglifgdacier area and mass
balance sub-model in HYPE, representing all glaargthin a hydrological model sub-basin by a
single storage of icelotal glacier area within each sub-basin is the main input informatio
whereas theotal glacier volume is the main state variable in the model. Glacieaand volume

is related using area-volume relationships follayviBahr et al. (2015). The initial volume is
calculated from the input glacier area, whereasmduhe simulation, the glacier area is updated
as a function of the simulated glacier volume.umsmary, there are at least 4 major issues related
to glacier modelling in HYPE that has been assessed) the CCI Glacier data:

* The use of glacier area-volume scaling is actuadtyintended for dynamic modelling of
individual glaciers, but rather for volume estingsaté populations of glaciers. It has been
suggested by the CCI Glacier scientific leadernstéad use glacier models or glacier
volume estimates by Huss and Farinotti (2012). l@nather hand, the more simple area-
volume scaling models might still be motivated lemge-scale hydrological models, since
the interest is mass balance and runoff generatidhe population of glaciers within a
river basin and not of individual glaciers. As amqwomise for Arctic-HYPE v3 and later,
the linear coefficients in the area-volume relatitips are calibrated by fitting the total
glacier volume per RGI zone to the values repometiuss and Farinotti (2012). The
glacier type data field in the RGI v4 was useddpasate into glaciers and ice caps.

* When area-volume scaling is used, it should beieghn the individual glacier areas;
otherwise the total volume will be different duethie non-linear properties of the scaling-
functions. This poses a problem for the lumped rhettacture in HYPE where smaller
glaciers within the same sub-basin are lumped bagetind larger glaciers and ice caps
covering several sub-basins are divided in smaéletions. This problem was solved using
the RGI v4 glacier outlines by deriving sub-bagpedfic corrections of the linear area-
volume coefficients. The exponential coefficients kept constant with different values
for glaciers and ice caps, as discussed by Badir,é2015).

» In previous versions of Arctic-HYPE (version 2.5aarlier), the glacier area was derived
from GlobCover’s land cover class “Permanent snowiae”. First of all, this land cover
class largely overestimate the glacier area (bsthguGlobCover and CCI Land Cover;
Figure 51; Table 5), and obviously, land cover ddb@s not provide information on
individual glacier basis, which is needed for tleaavolume coefficient estimations as
described above - only the total area of (permasiemtv and) ice.
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* A major issue is the problem of: How to initialigtacier area and volume for historical
time periods? The mean year of the RGI v4 glaadiree source data is 1996 and the CCI
land cover data is representing the period 199 2@hereas we would like to start model
simulations around 1960. The World Glacier MonitgrService (WGMS) provide annual
glacier mass balance from a large number of glachart still that information need to be
generalized through some sort of modelling in otddre applied on all glaciers in the RGI
database. The following method was developed sbigeproblem for the Arctic-HYPE
model:

* Used annual mass balance data from 74 WGMS glawighsn the Arctic-HYPE
model domain (Figure 52). The data was used toestatistical models for the annual
glacier mass balance at any point in the Arctic-tlEYfRodel domain as a function of
a) a 9 year centered running mean of all annuakrbakance data points within the
same RGI zone plus b) a linear regression modeth®rannual deviation from the
regional running mean taking into account annuetipitation and temperature

* An example of the statistical annual glacier maagarre model from the RGI zone
Scandinavia is shown in Figure 53.

* The annual mass balance was integrated backwad®6tbfrom the RGI source data
year, for each glacier in the model to obtain thi&al ice volume. In total over the
Arctic-HYPE model domain, the initial ice volumecneased only by 2% by this
procedure. But there were large regional differenEer the regions Iceland, Svalbard
and Western Canada/US the initial glacier voluneraased by 5%, 10%, and 30%
respectively, whereas for Scandinavia and NorthaAsie initial glacier volume
decreased by 17% and 36%, respectively.

- Globcover v.2.2 e
B EsacciLu20tov 1.4

74 Rcivao

K
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Figure 51: Comparison of glacier area in Alaskaiged from CCI land cover and ESA GlobCover
2004-2006 (permanent snow and ice) and the glamimes from CCI Glacier (RGIv4).

Table 5: Glacier area in the Arctic-HYPE model B8l region, comparing data from CCI glacier
(RGI v4), Huss and Farinotti (2012), and estimasidrtased on the land cover class “permanent
snow and ice” in CCl land cover v1.4 and GlobCo2604-2006.
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All glacier areas ArcticHYPE model domain

Based on Based on

RGIv4 HF2012 Based on RGIv4 LCv1.4 GlobCover
RGI region km2 % of RGIv4d |km2 % of region |% of area based on RGIv4
01 Alaska 86723 104% 10346 12% 140% 157%
02 Western Canada/US 14559 100% 2151 15% 325% 1711%
03 Arctic Canada North 104873 100% | 104716 100% 123% 240%
04 Arctic Canada South 40883 100% 40875 100% 159% 265%
06 Iceland 11060 100% 11060 100% 101% 208%
07 Svalbard 33959 100% 33458 99% 117% 165%
08 Scandinavia 2851 100% 2268 80% 157% 131%
09 Russian Arctic 51592 100% 50844 99% 121% 229%
10 North Asia 3435 82% 1613 47% 235% 860%
Total 349934 101% | 257330 74% 130% 242%

|
1
il

P
%

annual mass balance (mmiyear)
4]
1

RGlregion

Figure 52: Left: Location of 74 WGMS glaciers wittass balance data within the Arctic-HYPE
model domain and RGI regions 1-10 (Greenland zoaectuded from the model), Right: average
annual glacier mass balance per RGI region.
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Figure 53: Annual glacier mass balance data from M&database for all glaciers in RGI zone
8 (black dots) (Scandinavia), simulated and obskfee one of the glaciers (green and red dots,
respectively) and the centered running averageguaifl year window (red line).

Summary of Results

CCI Glacier

CCI Glacier data (Randolph Glacier Inventory, R@land v5) was found to be very useful for
evaluating and improving the setup of the glaaidgrsodel in the Arctic-HYPE model, especially
in combination with additional information from ethdata on glacier mass balance (WGMS) and
glacier volume (Huss and Farinotti, 2012):

1. The use of CCI glacier data drastically changedtthal area of glaciers compared to

previous model versions. Glacier area estimateh fifte class “permanent snow and ice”
from CCI Land cover v1.4 and GlobCover 2004-2006 Yeaind to overestimate the glacier
area derived from RGIv4 by 30 % and 140 %, respelsti(Figure 51; Table 5).

. The individual RGI (v4) glacier areas and glacygretinformation were used to calibrate the

area-volume scaling parameters used in the Arcvi®H model, by fitting the total glacier
volume per RGI region in the Arctic area versusaoeal glacier volume estimates from Huss
and Farinotti (2012).

. Furthermore, the RGI data enabled the derivatiobasin specific corrections of the area-

volume scaling coefficients to correct for errarghe volume estimation when lumping or
dividing individual glaciers by the hydrological ohel sub-basin delineation.

. Compared to estimates with the scaling parametsd in Arctic-HYPE version 2.5, the

new scaling parameters implies a decreased glaolame by 8% when applied on the
individual RGI glacier areas for all glaciers iretarctic RGI regions (Table 6). However,
when applied on the total glacier area within thet-HYPE sub-basins, the area-volume
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scaling resulted in a 37% overestimation of thaltgtacier volume if the new sub-basin
corrections without the scaling parameters.

5. If the overestimation of glacier area in previousd®l version is also taken into account, the
total overestimation of glacier volume in previousdel version was even larger (44%,
Table 4).

6. RGI glacier outlines could probably also be furthgeed for improving sub-basin delineation
following the glacier outlines. The data also imtHg additional information that could be
further used to improve the glacier sub-model patanzations: mean, maximum and
minimum elevation, slope and length, as well agigtailed hypsography, but none of these
potential values of the CCI glacier data have ls=essed yet.

A first preliminary analysis of RGI v5 showed sudgial improvements in North Asia, where
previously many glaciers were only marked by aleierea without a real outline (Figure 54).
Previous glaciers outlines were also improved aadyof them shifted laterally in this region —
some glaciers rather large shifts. It has not bedrassessed if these updates have been adopted
in the CCI Land cover data v1.6.
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Figure 54: Comparison of Glacier area derived fr@€I Glacier (RGI v4 and v5) and CCI Land
cover “permanent snow and ice’ v 1.6. Glaciers witiknown outline but known existence and
known area were represented by circles in RGI é@ihple in lower right panel from upper part
of River Ob basin).
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Table 6: Glacier volume estimated for RGI regiomghe arctic region and in the Arctic-HYPE
model per RGI region, comparing data from Huss &adnotti (2012) with data estimated by
area-volume scaling with glacier areas based on @latier (RGI v4), CClI land cover v1.4 and
GlobCover 2004-2006.

All glacier areas Arctic-HYPE model domain
Area-volume scaling based Area-volume scaling LaB::ego?/Zr
on RGI v4 Based on RGI v4 vid
RGl region HF2012 Calibrated Reference calibrated calibrated | reference | reference
parameters | parameters Lt uncorr. uncorr. uncorr.
corrected
km3 % of HF2012 km3 % of sub-basin corrected

01 Alaska 20402 99% 118% 2112 153% 182% 212%
02 Western Canada/US 1025 96% 115% 109 298% 356% 1463%
03 Arctic Canada North 34399 101% 94% 34705 123% 114% 127%
04 Arctic Canada South 9814 97% 79% 9476 134% 114% 210%
06 Iceland 4441 103% 61% 4555 104% 62% 74%
07 Svalbard 9685 95% 80% 9015 166% 140% 155%
08 Scandinavia 256 99% 78% 216 200% 148% 276%
09 Russian Arctic 16839 99% 74% 16516 158% 112% 133%
10 North Asia 140 118% 141% 71 288% 344% 922%
Total 97001 99% 92% 76777 137% 116% 144%

CCI Land cover
CClI land cover v1.4 was compared to the precuratat GlobCover 2004-2006 with regard to

differences in land cover distribution. The “climajuality” of the information in the land cover
time series (2000, 2005, 2010) was of special @stersince the on-going changes in the Arctic
regions (mainly climate related) are expected t@kgressed for instance in the distribution of
vegetation, surface water, and snow and ice. Fumibie, a initial assessment was made
comparing CClI land cover v1.4 and v1.6 for the i&roggion.

Resultsto date:
= More surface water area in CCl Land cover data aatgpared to the pre-cursor GlobCover

2004-2006):

1. Arctic-HYPE water surface area based on CCI Lanecwel.4 increased with about 6-
20% compared to the precursor based on GlobCowt-2006 (Figure 55), with ranges
depending on how the land cover data was combintdtihe GLWD lake vector data.
This is a very important improvement for understagdArctic hydrology which is
dominated by large rivers and a large number ofllsamal large lakes. The total water
body area in the Arctic domain further increasethwbout 1% from v1.4 to v1.6.
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2. More realistic distribution and higher resolutidna@ter bodies in CCI Land cover v1.6:

3. CCI Land cover v1.6 includes a new water body magk higher spatial resolution
(150m), which represented small lakes and rivelireag much realistically than v1.4.

4. The new 150 m resolution water mask has also besampled in the v1.6 300 m land
cover products with similar improvements in the resgntations of water bodies
compared to v1.4 (Figure 56).

5. By vectorizing the water body pixels, statistics mamber of lakes and lake size
distribution within the hydrological model sub-b@siwhere further used to regionalize
lake runoff generating parameters, which was héfpiuimproving the river discharge
simulations in the model.

igure 55: Land coer data from the area around@eRiver shing a clear increase in surface
water area from Left: GlobCover to Right: CCI laodver.
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Figure 56: ESA CCI Land Cover Water bodies 2010nshg the difference between (top panels)
v1.4 and (bottom panels) v1.6, as well as therdiffee between the 150 m resolution water body
mask (ESACCI-LC-L4-WB-Map-150m) and the 300m lavercproduct in v1.6 (ESA CCI LU v
1.6), with examples from the Lena River delta flaftels) and the Mackenzie River (right panels).

= The class “water bodies” is constant throughoutttitee epochs and water bodies are not

included in the seasonal products.

1. From a “climate quality” perspective, it would b&dresting to get information on the
trends and seasonal variation in the spatial bigtion of surface water. Variation in small
water bodies is a relevant ECV related to permafrasting, which is of highest interest

in the Arctic region.

= The fraction of deciduous needle leaf trees wasiaed in the latest epoch (2008-2012)
compared to previous periods in eastern Siberiseban v1.4, still to be evaluated in v1.6).
1. Field observations suggest that this might be duedreasing precipitation during the

period.
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2. This will affect the ‘climate quality’ of the lancbver time-series data.
3. Analysis of relation to observed and simulatedrriliecharge still to be analyzed.
4. Improved distribution of lichens and mosses in \chfpared to v1.4:
5. In Land cover v1.4 there was no lichens and mossése Eurasian part of the Arctic

region. In v1.6 this is improved (Figure 56), mgibly replacing sparse vegetation and
bare soils. Summarized over the entire Arctic-HYiR&del domain, water bodies and
lichens and mosses increased by 1% and 2% resplgctretween v1.4 and v1.6, whereas
sparse vegetation and bare soil classes were @tyce5% and almost 1% respectively.
There were also minor reductions in forests andrattimaining classes (Figure 57).
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Figure 57: Changes in some aggregated land coassas between CCI land cover v1.4 and v1.6,
summarized over the Arctic-HYPE model domain.

CCI Land cover — Irrigated areas

The CCI land cover data on irrigated areas (“Crogjarrigated or post-flooding”) was initially
assessed versus the Global Map of Irrigation A(€dIA) published by Seibert et al (2005)
(Figure 50). GMIA was developed by combining irtiga statistics for 10 825 sub-national
statistical units and geo-spatial information oe kbcation and extent of irrigation schemes and
provides irrigated area on a 5 arc minute by Snairtute grid. The CCI data was upscaled to the
GMIA resolution for quantitative comparison (Figi@).
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Figure 58: Global map with the differences betw&MIA and “Cropland, irrigated or post-
flooding”- CCI Land cover v1.6. Red pixels showsas where irrigation from GMIA is greater
than those proposed by CCI Land cover v1.6 andwecga. Numbered circles indicate the
location of the areas with the highest differences.

In many areas of the world, the difference betw&&HA and the CCI Land cover irrigated
areas is small, however there are some areasavgh tiscrepancies indicated by numbered
circles in Figure 43 and summarized in Table 7.

Table 7 Location of the mainly areas with high nasrthes between irrigated area derived from
CCI Land cover (v1.6) and GMIA.

CCI-ESA > GMIA GMIA > CCI-ESA
1 Riverbank of Ganges River USA fields crops
2 Yangtze River mouth Yellow River Mouth
3 Central Asia (Naryn River Basin) Ganges Delta

Irrigation overestimation by CCI Land cover (v1.6) compared to GMIA

The tree selected areas where CCI land cover (oi/&estimates irrigation compared to GMIA
are located in the surrounding of big rivers inaA&anges, Yangtze and Naryn). Additional data
for assessing this discrepancy was taken fromettenly published Global Surface Water Explorer
data (Pekel et al, 2016), which is based on tla¢yais of Landsat imagery 1984-2015.

120 of 174



CMUG Phase 2 Deliverable

Reference: D3.1: Quality Assessment Report
Due date: June 2017
Submission date: 21 December 2017
Version: 4
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Figure 59: Comparison between the overestimationriigation in CCI-ESA (right column)
compared with the annual water recurrence (Pekal.e2016) (left column) on the three selected
areas.

Figure 59 compare the location of the selectedsandeere irrigated areas in CCI Land cover is
larger than GMIA with the water annual recurrencedpct from the Global Surface Water
Explorer (Pekel et al., 2016). In cases 1 and t&tisea clear relation between these areas and area
where water is recurrently present according toGlabal Surface Water Explorer. This can be
explained by the fact that the CClI land cover (yin®act includes both post-flooding and irrigated
areas in the same category. In case 3, the stggynres one of the main Chinese rice producers
between 10000 and 20000 thousand of ton in 201au&Slet al., 2016). Rice is a crop that usually
grows in post-flooded areas. However, the Globatev&urface Explorer does not indictate the
same amount of recurrent water presence in thesaseén area 1 and 2.

Irrigation underestimation by CCI land cover compareto GMIA

The underestimation of irrigated areas in CCl Lawder compared to GMIA is located in
agricultural areas of USA, China and India. In the first cases, there are indicators that probe
that they are irrigated areas (Census of Agricalteported by USDA 2013, Clauss et al., 2016,
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respectively). Over the areas is also common tifinsatellite images the characteristic circular
and gridded patterns of irrigated fields. In theecaf India there is not a clear understanding that
why there is these mismatches between the two esurc

Quality relevant outcomes
» Disagreement between CCI Glacier and CCI Land cover

o The CCI Land cover class “permanent snow and Eé&driger than the glacier area

derived from the glacier outlines in CCI Glaciein-total over the Arctic-HYPE
model domain 30% too large (Figure 51; Table 5).

The CCI Land cover documentation reveals that tie@acier outlines have been
used to assign “permanent snow and ice” to all ner pixels within the outlines
— however, areas outside of the CCI Glacier oudlriassified as “permanent snow
and ice” have not been reset to “unclassified” wy ather land cover class. In
addition, the latest version of land cover (v1.6¢slnot seem to be updated to the
latest version of glacier data (RGI v5).

Previous discussions with Science Leaders from Glakcier and Land cover
confirmed that CCI glacier area was added to “paenasnow and ice”. It was
suggested to include a sub-class under “permanemt and ice” separating pixels
under ice and other snow pixels. But as we canisbas not been implemented
yet in CCl LandCover v1.6.

* No ice thickness in CCI Glacier data (RGI v4 or:v5)

Glacier thickness is not included in RGI even tHoagtimates of each glacier exist
based on modelling and observations (Farinottitdnss, 2012).

o The model estimates can be requested from the G&iigs team on request.

However this information is not yet clear in the I@&acier documentation.

* No temporal information in CCI Glacier (RGI v4 ds)v

o The RGI data provide the date of the source datanbormation is still needed for

proper initialisation of glacier models for prevetime periods. Recommended
practices on how to model historical glacier exdeantd volumes would be useful
as an extension of the CCI Glacier.

* The need for a CCIl Hydrography

o Hydrography data (river network, sub-basin deliregtiake and water delineation,

flow directions, man-made and natural diversioreansl, etc) is one of the most
important inputs for hydrological models. Arctic-IF¥ uses a polygon based
partitioning of the landscape into sub-basins aefifrom digital elevation data

(Hydrol1K), vectorised lake delineation (GLWD) andatharge station metadata
(location and upstream area). Other models usekiepi hydrography (Flow

directions), but the importance for model developtmand evaluation is

nevertheless essential. The most used datasetseaylabal scale are the USGS
HydrolK (1knt resolution) and only available below 60°N Hydro&h&90 nd
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resolution), which both provide hydrologically ctragsned digital elevation and
flow direction data.

o Just like land cover, the river and lake networkynthange as a result of
hydrological, climatological, morphological and larpogenic processes. Both
river morphology, flow directions, number and extasf lakes is changing in the
Arctic region and in other regions of the world.

o The CCI Land Cover mask include excellent informatof water bodies and the
latest version 1.6 provide a major improvementdentified water bodies and
spatial detail. However, water pixels are not lahke lakes and river network data.
For instance, separating water pixels into lakerareat pixels would be a important
first step towards and improved usefulness of t@OCwater mask data in
hydrological modelling. The ultimate goal of a CBydrography could be to
contribute to a global high resolution hydrograplayaset, including lakes and river
outline data, and gridded hydrologically constrdim¢éevation and flow direction
data.
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3.12 Cross-assessment of CCI-ECVs over the Mediterranean domain
[WP3.10]

Aim

The activity within the context of this Work Packaig in some respect in the continuity of the
Météo-France activity in the context of CMUG Phasés first main objective is to evaluate the
performances (mean climate, variability and trervd$he Med-CORDEX regional climate system
models (RCSMs) over the Mediterranean domain withtaset of atmosphere, marine and surface
CCI-ECVs. A second objective is the evaluaton ef¢bnsistency between CCI-ECVs though the
analysis of a climate specific event (the 2006 eate) observed with the CCI-ECVs and possibly
reproduced by a RCSM. Two scientific questionaddress are the following: are the state of the
art RCSMs able to reproduce observed Mediterrankayate trends and variability over the last
decades? What are the potential coupled mecharistmgeen atmosphere, ocean and land that
play a role on the characteristics of a climategeevent like a Mediterranean heatwave?

Summary of results
Seal level variability and trends

During CMUG Phase 1, the SSH simulated by the deec€NRM-RCSM4 coupled regional
climate model (Sevault et al., 2009) developed BR®! and applied in the Med-CORDEX
international simulation exercise, was confronteth\whe CCIl Sea Level ECV and its precursor
over the 1993-2010 period (see Phase 1 delive@ab)e Some results of this confrontation have
been recently published in the scientific literatas part of a presentation of the evaluation®f th
ocean component of the CNRM-RCSM4 model (Sevaudt,014).

One main conclusion from this confrontation wadg tha CCI SSH is suitable for regional climate
studies over the Mediterranean basin, even atla sta few tens of kilometres. The results of the
model concerning trends of sea level change areueaging. It also let some open questions
concerning the way to facilitate the comparisonmieein the modelled and observed sea levels.
These questions come from the fact that climate aisoére not directly calculating the
contributions to sea level changes that are dueass changes implied by glaciers and ice sheet
melting or by changes in continental water storageddition, in the specific case of regional
climate models simulating the Mediterranean dom#ie, contribution to mass change in the
Mediterranean Sea due to the mass flux at the Ebi@trait need also to be carefully taken into
account.

Since the beginning of CMUG Phase 2, thanks todéeelopment of a new version of the

Mediterranean Sea model, and thanks to the aviijati a new ocean reanalysis, it was possible
to improve the comparison between the modellediaadatellite-derived SSH.
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The operational ocean reanalysis system (ORAS4n&sdda et al., 2013) has been implemented
at ECMWF and it spans the period 1958 to the pteSdns make this reanalysis suitable for
MedCORDEX simulations since it can be used to gaitsthe oceanic component of a regional
climate model in the Atlantic buffer zone over tRA-Interim period (1980-2013). Contrary to
the so-called COMBINE reanalysis previously use®AS4 assimilates satellite-derived SSH
anomalies from the AVISO dataset (the precursod usePhase 1). It also includes sea level
contributions from ice sheet mass loss, glaciersnelt, changes in land water storage and global
thermal expansion. This makes great differenceusscthis potentially allows to account for sea
level changes due to mass changes in the simWéddderranean sea level through the boundary
condition applied in the Atlantic buffer zone (delgase 1 deliverable 3.1). The results presented
below confirm that this is indeed the case.

The new version of the Mediterranean Sea modeBESIOMED12, a regional version of NEMO
v3.2 model simulating the free surface evolutiosoagated to the convergence of the oceanic
current and to the fresh water flux at the oceafase, as this was the case for NEMOMEDS used
during Phasel. Compared to this last, the resolusioamproved on the horizontal (1/12° versus
1/8°) and on the vertical (75 vertical levels verdd). The model was integrated over the period
1980-2013 with an atmospheric forcing from ALDERAdynamical downscaling of ERA-Interim
using the ALADIN-Climat regional climate model) aadelaxation toward ORAS4 in the Atlantic
buffer zone of the model (3D for temperature ariohitg, 2D for SSH). However, since ORAS4
underestimate the mean seasonal cycle of the S8Htbe basin (see Figure 60), it has been
previously corrected in the Atlantic buffer zoneomler to reproduce on average the mean annual
cycle obtained from the CCI-ECV over the 1993-2p&€iod. This correction also applies before
the satellite observing period.

Buffer zone Mediterranean
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Figure 60: Seasonal cycle of mean sea level anomady the buffer zone (left) and over the
Mediterranean Sea (right) for the CCI sea levele@r dotted line), ORAS4 ocean reanalysis
(orange dashed line), the coupled regional climgtstem model CNRM-RCSM4 (dark blue line)
and the Nemomed12 Mediterranean sea model (ligi# lohe).

The results presented in Figure 61 show that thBI@®ED12 model reproduces correctly the
mean seasonal cycle from the CCI-ECV over the buidme, small differences coming from the
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fact that the relaxation coefficients toward therected ORAS4 are decreasing in the eastern part
of this zone. But NEMOMED12 also reproduces faivill the Mediterranean Sea mean sea level
inferred from the CCI-ECV, and with a much bettgreeement than the CNRM-RSCM4 free
surface (in Phase 1 Deliverable 3.1, CNRM-RCSM4 |sgal was presented after adding the
thermosteric component of sea level inferred frbmn simulated temperature changes only over
the basin to account for missing terms in the medelkations).
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Figure 61: Time series of mean sea level anomahesaged over the Mediterranean Sea over
the period 1980-2013 for the CCI sea level (dasheeen line), the tide gauge derived sea level
reconstructions of Meyssignac et al. (dotted gimeg)land Calafat and Jorda (dotted brown line),
for the coupled regional climate system model CNRBBM4 (dark blue line) and the
Nemomed12 Mediterranean sea model (light blue.line)

The positive impact of the assimilation of sateliterived sea level in the ocean reanalysis used
to constrain the ocean model in the Atlantic i@ dlsistrated in Figure 61 showing the time series
of mean sea level over the Mediterranean Sea. NEEDM is indeed able to reproduce the sea
level change over the period as observed from ¢gaeges and by the CCI-ECV. This also
illustrates that the mean sea level change in teditdrranean Sea mainly depends on the mass
flux change at the Gibraltar Strait. Here agairthait the thermosteric term contribution, the
CNRM-RCSM4 model has low performance due to thesiadxs of SSH assimilation in the
COMBINE reanalysis used to constrain the modehaAtlantic.

This analysis of the added-value of the CCI SeaelL&CV using the CNRM regional climate
coupled and uncoupled models was completed by &-matlel intercomparison, considering two
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additional coupled regional climate system modalsduwithin the context of the Med-Cordex
project (Adloff et al., 2017). The first one is the-called LMDZ-MED model (L’'Hévéder et al.,
2013) coupling the LMDz4 regional atmospheric comgd with the NEMOMEDS regional
configuration of the NEMO ocean model with a honitad resolution of 9 to 12km. For this model,
the mean sea level in the Atlantic buffer zoneaptlkconstant. The second is the MORCE-MED
model (Lebeaupin-Brossier et al., 2013) couplingg tiVRF atmospheric model with
NEMOMED12. As for the CNRM-RCSM4 and the NEMOMEDi®dels, the simulated SSH is
here relaxed toward a reference dataset in an titlanffer zone. Over the period 2002-2008, it
comes from the GLORYS-1 reanalysis (Ferry et &1® which assimilates the AVISO satellite
sea level. Over the period 1989-2001, the refer&81¢ varies seasonally but not interannually.
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Figure 62: Trends in mm/year of Mediterranean sadaxe height anomalies with respect to basin
average over the period 1993-2008 for the thregtemiregional climate system model (CNRM-
RCSM4, LMDZ-MED and MORCE-MED), the NEMOMED12 Msd#nean Sea model
(MED12) and the CCI Sea Level (CCI-ECV).

We have also reproduced in Figure 62 the simulateldobserved sea level trends anomalies with
respect to basin average, for the 16-year of tmellstions common period (1993-2008). For the
three coupled models, to account for the impefiecindary conditions applied to the sea level in
the Atlantic buffer zone, the reproduced trendscafeulated as the sum of the calculated dynamic
component and a spatially constant thermosterigooor@nt of the sea level change. This consists
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in neglecting the contribution of salinity changeshe computation of modeled sea level change

at the Mediterranean basin scale as justified lyipus analyses (see Phase 1 deliverable 3.1).
However, whatever the hypothesis made to corredrémd averaged at the basin scale, the spatial
trend variability reproduced in Figure 62 only riés@rom the simulated dynamical processes and

sea surface fresh water fluxes.

Here CNRM-RCSM4 and NEMOMED12 display very simp@rformances because the different
boundary conditions have little impact on the spatend variability. But this also proves thatthi
variability is not too much affected by the coupglimetween the atmosphere and the Mediterranean
Sea. The LMDZ-MED model also shows important sintikss with the observations, showing
that the spatial variability of the local trendsic significantly affected by the specificationtbé
lateral boundary conditions. The difficulties oétimodels to reproduce the observed trends in the
western part of the Mediterranean basin can béuatitd to their difficulty to reproduce the
circulation in the Alboran region (Adloff et al.027). The patterns are differently reproduced by
the different models in this region. The patterrs lzetter reproduced in the eastern part of the
basin and in particular due to their ability to n@guce the recovery following the so-called
“Eastern Mediterranean Transient” (EMT) anomalyeféhis thus a model dependence of the
results and the CCI-ECV can be used to asses®tf@mances of the models.

In addition, the level of agreement between theetwdnd the CCI-ECV observations shows that
the uncertainty on local trends first estimatedbéo3mm/yr (Error Report v1.1 dated 9 April 4
2013), might have been overestimated by the CCleéveateam. The new error estimate presented
as a map in their last error report (Error Charazaéion Report v2.2 dated 29 July 2016) are now
of the order of 1 to 2 mm/yr over the Mediterran&sa and are consistent with the model results.
The modelled trends are indeed close to the obsengan many regions but the differences are
the most often higher than this estimated errors Tihding has however to be confirmed through
a more quantitative approach.

Cross-assessment of a subset of CCI-ECVs

The consistency of the CCI-ECVs is here evaluatealigh the analysis of a climate specific event
that can be as well observed with the satellitévedrproducts as potentially reproduced in RCSM
simulations. In this work we focus on the July 20@&t wave that affected the western part of the
Mediterranean continental and marine area. The hedée so-called CNRM-RCSM5 model
close to the CNRM-RCSM4 model as it couples a wversif the ALADIN-Climat atmospheric
component with a 50km horizontal resolution andNiEBMOMEDS Mediterranean model with a
1/8° horizontal resolution, but including a progmoserosol scheme for desert dust, sea salt,
organic, black-carbon and sulfate particles (Nabatl., 2015). The CNRM-RCSM5 model was
integrated from May to July 2006 with applicatidracspectral nudging towards the ERA-Interim
reanalysis (hereafter referred to as SN simulatiem)addition to the surface pressure, the
atmospheric temperature, wind vorticity and diveige and specific humidity are nudged above
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the 700 hPa level (relaxation zone between 850am@a’00 hPa). An additional simulation with
the same model but no spectral nudging (hereadterred to as NSN simulation) and covering
the period 1992-2010, is used to infer the modeiatiology.

In order to analyse the development of the 2006 \mage both with satellite-derived observations
and with the model outputs, we calculate for déferclimate variables the differences between
their July and June monthly means. We first repcedn Figure 63 these differences for the SST.
It reveals that, with SST differences of 4 to 7tCthe western part of the basin, the year 2006
appears to be singular compared to the 1992-20dtatdlogy that exhibits differences of only
about 3.5 degree in this region. It also showdahly good agreement between the simulated SST
and the CCI-SST (version v02.0) as well for the NII92-2010 climatology (spatial correlation
coefficient of about 0.76) as for the 2006 SN saioh (correlation coefficient of about 0.9). This
shows that the application of the spectral nudgireghod in our simulation allows reproducing
the effect of the 2006 heat wave event on the Medihean surface temperature with a proper

chronology.
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Figure 63: Climatological differences between Jahd June over the 1992-2006 period for CCI
SST (top left) and for CNRM-RCSM5 NSN SST (top)ridifferences between July and June 2006
for CCI SST (bottom left) and for CNRM-RCSM5 SN B8ftom right).
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Afterwards the consistency between the simulatettha CCI aerosol optical depth (AOD) is
examined. Three algorithms are available to intier€CIl long-term total column AOD datasets
from European Earth Observation sensors: the Ox&éd Aerosol and Cloud retrieval (ORAC),
the Swansea University AATSR retrieval (SU) and A%TSR dual-view (ADV). The spatial
correlation coefficients between the SN AOD and gatellite-derived AOD (CCI, MODIS and
AMSR) over the whole Euro-Mediterranean area (Beedbmain in Figure 46), at the daily and
monthly time scale for June and July 2006, aregmtesl in Table 7. The satellite product giving
the highest correlations with the simulation is @€l AOD determined through the Swansea
University (SU) algorithm. This is consistent witlolzer-Popp et al. (2003) showing better results
for this algorithm over northern Africa and the Ntedanean region.

Table 7: Spatial correlation coefficient between SiMulated aerosol optical depth and different
satellite products.

Satellite product/Algorithm |CCI/ADV |CCI/ORAC |CCI/SU MODIS |MISR
July |July [June [July |June [July |June [July |[June |July
Daily 0.48 |0.36|0.76 |0.74 |0.85 |0.83
Monthly 0.19 |0.23|0.65 |0.74 |0.84 |0.82 |0.81 |0.78 |0.56 [0.67

We thus choose this product to illustrate the dgwalent of the 2006 heat wave on the AOD
(Figure 64). Compared with the CCI climatology owbe 1992-2010 period, the observed
distribution of AOD change between the two monthevss specificities for 2006 that are fairly
well simulated by the model. A further investigatiof geopotential and wind at 850 hPa from
ERA-Interim reanalysis corroborates an impact efdinculation change, associated to an increase
of geopotential over Maghreb, on the transportust drom the African continent towards Western
Europe. The same circulation change between Juhdudyn 2006 also appears to be partly at the
origin of the cloud change pattern over Westerroper(not shown) that is trapped by the model
simulation with a spatial correlation of about BQween the SN and the CCI total cloud changes.
It is worth noting that this high correlation istaimed in spite of a negative bias of the simulated
cloud having no impact on the correlation.
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CCI Cl|matology July - June
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Figure 64: Climatological differences between Jahd June over the 1992-2006 period for CCI
AOD (top left); differences between July and Ju@@&zfor CCI SU AOD (bottom left) and for
CNRM-RCSM5 SN AOD (bottom right).

In addition, the analysis of the CCI soil moistah®ws that 2006 is also much drier in July than
in June compared to the 1992-2010 climatology $hotvn). This is particularly the case in North-
Western Europe and this is also well trapped bysiHesoil moisture with a correlation coefficient
of about 0.8 between the modelled and the CCI ERanges. This drying is an expected impact
of the heat wave amplification between June anyg, dJumechanism that has been identified in
previous studies. Reversely, the heat wave devedophas no clear impact on the sea level change
that is dominated by an internal dynamical varigbdt the scale of the oceanic mesoscale eddies
(10 to 100km).

As a conclusion, the application of the spectralging method at the mid and upper atmospheric
levels towards the ERA-Interim reanalysis allowsitaulate the right chronology of the 2006 heat
wave. For all the ECVs considered except sea I¢ghelcorrelations between the model and the
satellite-derived observations are very high shgwilre ability of the model at reproducing the

131 of 174



CMUG Phase 2 Deliverable

Reference: D3.1: Quality Assessment Report
Due date: June 2017

Submission date: 21 December 2017

Version: 4

patterns of change. As shown by an analysis of éemmgntary simulated atmospheric fields, the
development of the heat wave is consistent witincalkation change that likely impacts the aerosol
and cloud distribution changes. The drying of thper surface is moreover an expected effect of
the heat wave development that is simulated byrtbé@el. The agreement between the model and
the satellite-derived observations during the 20@at wave thus allows concluding in the
consistency between the different analysed ECVs twe region for this specific event. An
additional learning is the significant effect oétbhoice of the algorithm that is used to infer the
AOD satellite product, revealed by the comparismthe modelled field. The choice of the best
algorithm is however regionally dependent.

Quality relevant outcomes

Some key outcomes of the CMUG research activitthantopic are that:

* The CCI ECVs considered in this study (Seal 1eS88T, aerosol, soil moisture, cloud) are
adequate to assess the performance of the sttte aft regional climate models over the
Mediterranean basin.

* There is a significant positive impact of the assition of the CCl Sea Level ECV in the
ocean reanalyses that are used for the Atlantierdatboundary conditions of the
Mediterranean regional climate models.

 The new uncertainty estimate on the Sea Level EQdalltrends seems now to be
consistent with the models results.

* The analysis of the consistency between the sirdlatodel aerosol optical depth and the
corresponding ECV products reveals the importafitieeochoice of the algorithm used to
infer this variable from the satellite observations

* The analysis of a climate specific event simuladigda RCSM reveals the consistency
between several ECVs over the Mediterranean domain.

132 of 174



CMUG Phase 2 Deliverable

Reference: D3.1: Quality Assessment Report
Due date: June 2017

Submission date: 21 December 2017

Version: 4

3.13 Assessment of sea ice concentration observational uncertainty
from a data assimilation point of view [WP0O3.11]

Sea ice concentration (SIC) is arguably one ofltimgest remotely-sensed and most essential
climate variables (ECV) at high latitudes. GlobBET $ecords date back to the late 1970s (Cavalieri
et al, 1996), which makes them crucial for climstiedies. In addition, SIC is an essential term in
the sea ice mass budget and is the primary infeoman which the skill of contemporary climate
models is estimated in polar regions (e.g. Guerhak 2014). However, satellites do not measure
SIC directly. Rather, they sense sea surface bragist temperature; since water and ice have
different passive microwave signatures at a ceftanuency, it is possible to estimate the relative
amount of sea ice in a grid cell (that is, seacioecentration) given the brightness temperature
information. This conversion between brightnessperature and SIC is associated with a number
of assumptions which, added to the instrumentakramty, make SIC products intrinsically
uncertain. The comprehensive review by Ivanovd. €2816) documents advantages and pitfalls
of different algorithms for SIC retrieval and disses these issues in detalil.

By contrast, sea ice thickness (SIT) is a very defimay variable to observe in-situ or remotely at
any scale, although it is thought to carry a sigaiit share of sea ice predictability, at leastlier
summer season. Indeed, thin ice melts more easilyhat SIT anomalies are directly related to
SIC anomalies a few months later, with possiblemergence up to a year later (Guemas et al.,
2014). Defining SIT anomalies is not trivial, givéime sparsity and intermittency of existing
records. Efforts from many projects, including ES&H, to make these products routinely
available are therefore more than welcome, givervlluable information that they represent for
the climate community.

The quality of observational sea ice products ificat for accurate initialization of climate
predictions. Within the CMUG Phase 2, the EartheBoes Department of the Barcelona
Supercomputing Center (BSC-ES) has implementeghistiicated method of data assimilation
for SIC, namely the Ensemble Kalman Filter (EnKke&sen, 2003, 2007). The EnKF works in
two steps: (1) a forecast step, during which aetde of N climate simulations is forwarded in
time, each element (“member”) of the ensemble bsuigect to a perturbation and (2) an analysis
step, during which all members are updated base@dwrinformation available from observations
(Figure 55).
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Figure 55: Principle of the ensemble Kalman Fil{&nKF). During the forecast step, model
error is explored by integrating N model versioeach subject to a perturbation. The ensemble
is then updated during the analysis step. The wtkaproportional to the misfit of forecasts to
the observation, and is weighted by the relativeeutainties in observations and forecasts. A
new forecast cycle is then started using the rasitlie analysis step as initial conditions for the
new forecast step.

The EnKF is an advanced data assimilation methadhmpropagates the model updates from
observed variables to non-observed variables ttrolig error covariance matrix which appears
in the gain matrix formulation, the latter beingedsto update the model. When assimilating
observational data through the EnKF, partial okstgsas can therefore have a global impact. For
example, the observation of SIC alone can lead sabestantial correction of SIT but also sea
surface temperature, salinity or even currents. ather strength of the EnKF is the fact that this
filter accounts for both model and observationatartainties. In regions where the model is
relatively confident (e.g., the interior of the Accsea ice pack in winter), updates will be minor;
while they will be larger in the marginal ice zameere the position of modelled ice edge is usually
uncertain. At the same time, updates will be lavgere observations are relatively confident. An
accurate estimation of SIC uncertainties is theeeéssential for an efficient data assimilatiorhwit
the EnKF.

In the previous quarterly report in 2017, we vakdhour sea ice reanalysis performed with the
NEMO3.6-LIM3 model assimilating the ESA CCI SIC dumt through the EnKF at standard
resolution over the 1993-2009 period. We illusulatiee performance of assimilating ESA SIC
through a comparison with a NEMO3.6-LIM3 free rue.(without sea ice data assimilation) and
OSI-SAF SIC. We showed that the assimilation of SIC improves the representation of
extreme events (e.g., September 2007 in Arcticjvak as the mean state (especially in the
Southern Ocean where the free-running model exhiarger biases than in the Arctic). In this
final report we illustrate new results about:

1. Assimilating ESA CCI SIC data in coupled mode andard resolution (about 1 degree in

the ocean and 80km in the atmosphere)
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2. Initializing coupled climate predictions from th&assdard resolution sea ice reanalysis
produced for the previous quarterly report

Key results of CMUG research on SIC assimilation in coupled mode within Ec-
Earth3.2 at standard resolution

We use the EC-Earth3.2.0 coupled climate modeRBbL91 (about 80km atmospheric horizontal
resolution and 91 levels) ORCA1L75 (about 1 deg@=Eanic horizontal resolution and 75 levels)
configuration to assimilate the ESA CCI sea icecemtration (SIC) product using the Ensemble
Kalman Filter (EnKF) with 25 members. The assinehSIC has a direct impact on the sea ice
and ocean variables through the EnKF updates athiydntervals, but not on the atmosphere and
land variables by construction, because our prinfacys is on monthly and longer climate
timescales. We assume that the atmospheric pdtshtiaks, right after the EnKF updates of the
ocean and sea ice states which could become istensiwith the atmospheric variables, are
statistically indistinguishable from typical weatheaoise governed primarily by synoptic
processes.

In the Northern Hemisphere (NH), the assimilatiéSt reduces both the summer minima and
the winter maxima of sea ice extent (SIE) by mbentl million square km with respect to a free-
running simulation (Figure 56). In late spring &aally summer, the Arctic SIE is also substantially
reduced. These ENnKF corrections are suspected tcespond to a compensation for
misrepresented surface thermodynamics sea ice gz@gesuch as melt ponds and multi-layer
snow, which are particularly important during theltimg period.
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Figure 56: Northern Hemisphere sea ice extent itions square km. The black (green) line shows
the NSIDC (ESA CCIl) monthly mean observations. d@be (red) lines show a free-running
(EnKF) ensemble of EC-Earth3.2.0 reconstructions.
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Figure 57a shows the ensemble mean SIC of a fre@ng simulation which tends to overestimate
the NH SIC in the marginal zones during the wintexximum in March 1994 (with respect to
observed conditions in Figure 57d). The SIC tend=etreduced in these regions when assimilating
ESA SIC data (Figure 57¢). Our EnKF approach use$StC and its uncertainty from ESA (Figure
57b illustrates the SiC uncertainty that was usedife EnKF update on 1 March 1994). The SIC
reduction is large in regions of low SIC uncert@gtsuch as the Labrador and Irminger seas, but
comparatively moderate in regions of large SIC uiagaties such as in Fram Strait.

Figure 58 shows the equivalent fields for the summaximum in September 1994 (including
Figure 58b that shows the SIC uncertainty that wsesd for the EnKF update on 1 September
1994). Overall, these results show some substamjpbvements in the NH SIC conditions thanks
to our data assimilation approach, the EnKF lamg®rections matching regions of low SIC
uncertainty. This is the case for example in théfiB&ay, in the Chukchi and Beaufort Seas.
Surprisingly, in some other regions such as albegduro-Asian continental shelf, the reanalysis
does not necessarily match better the observati@amsthe free-running simulation despite a low
SIC uncertainties. A robust correction of the SiCthis region would probably require more
successive updates.
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Figure 57: The upper (lower) left panel shows theamble-mean SIC of a free-running simulation
(EnKF analysis) in March 1994. The upper (loweght panel shows the NH SIC uncertainty on
28 February 1994 in the ESA-CCI SIC data usedHerEnKF update (in March 1994 in NSIDC
data). The units of SIC and SIC uncertainty are %.
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Figure 58: The upper (lower) left panel shows theemmble-mean NH SIC of free-running (EnKF
analysis) in September 1994. The upper (lower)tnmnel shows the NH SIC uncertainty on 31
August 1994 in ESA data used for the EnKF updat&¢ptember 1994 in NSIDC data). The units
of SIC and SIC uncertainty are %.

In the Southern Hemisphere (SH), the assimilatibie®A-CCl SIC allows for a substantial
reduction of the SIE and its ensemble spread sbtligasimulated SIC becomes statistically
indistinguishable from the observations (Figure. 59)e observed SIC uncertainties tend to be
confined to narrower zones in the Southern Ocedluasated by the comparison between Figures
60b and 61b with Figures 57b and 58b, and the mexietmble spread tend to be larger in the
Southern Ocean as illustrated by the comparisomdsat Figures 56 and 59 which both contribute
to larger EnKF updates toward observational dagsecond factor being the dominant one.
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Figure 59: Southern Hemisphere sea ice extentliroms square km. The black (green) line shows
the NSIDC (ESA CCIl) monthly mean observations. d@be (red) lines show a free-running
(EnKF) ensemble of EC-Earth3.2.0 reconstructions.

The SIC from our reanalysis shows on average iiSthe better agreement with the observations
than in the NH at the sea ice minimum during th&r@lsummer (March) in most seas around the
Antarctica (Figure 60). A reasonably good agreenbettveen the reanalysis and satellite data is
also obtained during the austral winter maximung\Fé 61). A regional comparison of the EnKF
corrections (Figures 60c and 61c) and the SIC waiogy from the ESA data (Figures 60b and
61b) around the Antarctic indicates that the Sauth@cean sea ice cover has not been as
effectively updated in the regions with relativéligher SIC uncertainty as in the regions with
lower uncertainty. For example, the EnKF correidaring austral summer in the middle of the
Ross Sea close to the Ross Ice Shelf could be etoally important for the planning of the
transportation of people and material to numeraaslvy research stations.
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Figure 60: The upper (lower) left panel show theenble-mean SH SIC of free-running (EnKF
analysis) in March 1994. The upper (lower) panedsglthe SH SIC uncertainty on 28 February
1994 in ESA data used for EnKF update (in March4lBONSIDC data). The units of SIC and
SIC uncertainty are %.
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Figure 61: The upper (lower) left panel show theenble-mean SH SIC of free-running (EnKF
analysis) in September 1994. The upper (lower) psimawv the SH SIC uncertainty on 31 August
1994 in ESA data used for EnKF update (in Septerh®@4 in NSIDC data). The units of SIC and
SIC uncertainty are %.

Key results of CMUG research on initializing climate predictions from a reanalysis
assimilating ESA SIC at standard resolution

Coupled seasonal forecasts were carried out forpereod 1993-2008 with the T255L91
ORCALL75 configuration of the EC-Earth3.2.2 climatedel (about 80km horizontal resolution
and 91 levels in the atmosphere and about 1 ddgraeontal resolution and 75 levels in the
ocean). The model was initialized on every 1st afyMnd every 1st of November and integrated
until seven months into the future. Two identicatssof seasonal forecasts were conducted except
for their sea ice initial conditions (IC). Each sminsists of five ensemble members. For the
atmospheric IC, we used the ERA-Interim reanalyansi for the oceanic IC ORAS4 reanalysis,
the sea ice was initialized from the BSC reconsimacwithout SIC data assimilation, while the
other experiment used the EnKF data assimilatidaSA& CCI sea ice concentration for the initial
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conditions. These sources of sea ice initial coonlt i.e. a sea ice reanalysis assimilating ESA
CCI at standard resolution and a free-run simutatiere illustrated in the last quarterly report.
The 5 members were generated through the intramucti singular vector perturbations in the
atmosphere and the use of 5 different members & tBRAS4 and sea ice
reconstructions/reanalysis for the ocean and segegpectively.

Figures 62 through 66 display the added valueibélizing the SIC with data assimilation (1993-
2008) for the Pan-Arctic sea ice extent and seavademe forecasts. All figures display the
predictive skill evaluated through correlation dmeénts (left) and root mean square errors (right)
against the NSIDC satellite observations.

Predictions initialized in May with SIC assimilatichow a decrease in predictive skill during the
boreal summer months (June to September) in tefnsga ice extent (Fig. 62) compared to
predictions which did not assimilate ESA CCI d&aa ice volume skill is slightly improved in
the autumn (Fig. 63) by SIC assimilation on thesotiend. The root mean square error (RMSE)
of sea ice extent indicates a better performantieeomodel initialized without assimilation, but a
worse performance if sea ice volume is considered.

The SIC assimilation improves to a larger exteatftrecast quality when those are initialized in
November (Figs. 64 and 65). Both sea ice extentvahdme are systematically better predicted
when the forecast system is initialized with askited SIC for both correlation coefficient and
RMSE. Although the ocean is thought to be the ndaiver of sea ice predictability during the
freezing season (Chevallier and Salas-Melia, 2GL#&Emas et al 2016), these results demonstrate
that SIC assimilation has a clear added-value ffer initialization of seasonal forecast in
November.

—— 3.2.2 (Eralnt, ORAS4, BSC SI - with assimilation) 34
—— 3.2.2 (Eralnt, ORAS4, BSC S| - without assimilation) —— 3.2.2 (Eralnt, ORAS4, BSC Sl - with assimilation)
/ —— 3.2.2(Eralnt, ORAS4, BSC SI - without assimilation)

T T T T
May Jun Jul Aug Sep Oct Nov Nov Dec Jan Feb Mar Apr May

Month Month

Figure 62: Prediction scores (thick lines with des) for the Arctic sea ice extent as a function of
the forecast month for simulations initialized irayy The scores shown are the correlation
coefficient between the EC-Earth3.2.2 forecastesysand NSIDC observations after linearly
detrending the anomalies (left figure) and the rowtan square error (right figure). The 95%
confidence intervals are shown in thin lines. Téx lines show results from simulations initialized
with ERA-interim reanalysis for the atmosphere, GRAeanalysis for the ocean and BSC
reconstruction for sea ice. The black lines shosults from simulations initialized with ERA-
interim reanalysis for the atmosphere, ORAS4 regsisffor the ocean and BSC reanalysis for sea
ice. Root mean square error in millions of squaterketers.
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Figure 63: Prediction scores (thick lines with des) for the Arctic sea ice volume as a function
of the forecast month for simulations initializedMay. The scores shown are the correlation
coefficient between the EC-Earth3.2.2 forecastesysind PIOMAS observations after linearly
detrending the anomalies (left figure) and the rowtan square error (right figure). The 95%
confidence intervals are shown in thin lines. Téxe lines show results from simulations initialized
with ERA-interim reanalysis for the atmosphere, GRAeanalysis for the ocean and BSC
reconstruction for sea ice. The black lines shosults from simulations initialized with ERA-
interim reanalysis for the atmosphere, ORAS4 regisffor the ocean and BSC reanalysis for sea
ice. Root mean square error in thousands of cuibierietres.
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Figure 64: Same as Figure 62, but for predictiomisialized in November.
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Figure 65: Same as Figure 63, but for predictiomsialized in November.
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Figure 66: Added value (as a difference in correatcoefficient) from using ESA SIC data
assimilation to initialize the model in seasonatgictions. Maps showing scores for the northern
hemisphere surface temperature for simulationsaiieed in November (top) and May (bottom).

Red means more skilful model, blue less skilfippitg indicates statistical significance at the

95% confidence. Model comparison against HadCRUT_V4
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Figure 66 displays the added value of initializthg forecast system with SIC data assimilation
for predicting the mean seasonal surface temperatuthe northern hemisphere mid- to high-
latitudes. There is a general increase in predigberformance for the boreal winter (DJF) over
Siberia and the North Atlantic and spring (MAM) seas over Europe. Results are mitigated for
the summer (JJA) and autumn (SON) seasons in pi@tidnitialized in May, in agreement with
the mitigated added-value of SIC assimilation Fer $ea ice conditions.

Figure 67 displays the added value of initializthg forecast system with SIC data assimilation
for predicting mean seasonal surface precipitatiorthe northern hemisphere mid- to high-
latitudes. Only boreal winter (DJF) precipitatidiilisshows significant improvement over parts
of North-eastern Eurasia and Western Europe. Bigisther with the improvement in temperature
skill suggests that improved sea ice initializatleads to better climate representation during
boreal winter at Eurasian mid-latitudes.

0.8
0.6
0.4

0.2

Figure 67: Added value (as a difference in corrigat coefficient) from using sea ice data
assimilation to initialize the model in seasonaggiction. Maps showing scores for the northern
hemisphere surface precipitation for simulationsatized in November (top) and May (bottom).
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Red means more skilful model, blue less skilfippitg indicates statistical significance at the
95% confidence. Model comparison against GPCP V2.

Summary of work

The assimilation of ESA-CCI SIC data within a cagpklimate reconstruction performed with
EC-Earth3.2 leads to large improvements of theiseaondition representation at high latitudes
in both hemispheres with respect to the free-rupmiodel. In particular, the SIE is substantially
reduced in the Northern Hemisphere during bothstiinamer and winter seasons. The largest
corrections induced by the EnKF correspond in ganer regions of low SIC uncertainties as
provided by the ESA-CCI product. A puzzling featisehe relatively small update obtained in
summer along the Euro-Asian continental shelf itespf low SIC uncertainties as given by ESA
and prescribed into the EnKF. Longer experimentaikhbe carried out to investigate whether
successive EnKF updates correct this feature.drStH, the EnKF corrections are comparatively
larger than in the NH, mainly due to the larger glathcertainties (large model spread). The SIE
ensemble after the EnKF updates becomes statigtindistinguishable from the observations.
This study illustrates the substantial added-vati¢he ESA-CCI product as an observational
reference for data assimilation since this prodoches with an associated uncertainty which can
be prescribed. Future lines of investigation inelulde exploration of the sea ice thickness and
snow cover over ice products as additional sounE@sformation to generate sea ice reanalyses.
Indeed, both variables have been suggested to glkgy role in the sea ice variability and
predictability (Chevallier and Salas-Melia, 2012)

The assimilation of ESA-CCI sea ice concentratioio ithe initial conditions of the EC-Earth

forecast system improves the seasonal predictigralsity in the northern hemisphere,

particularly during the boreal winter. The modeddlictive capability for pan-Arctic sea ice extent
and volume, surface temperature and precipitatrmreases in the predictions starting in
November. For predictions starting in May the perfance is mitigated. This result is puzzling
given that sea ice predictability is thought togorate mostly from initial sea ice conditions in

summer and initial ocean conditions in winter (Cllker and Salas-Melia, 2012; Guemas et al,
2015; Guemas et al 2016).

Quality relevant outcomes

The SIC uncertainties which come with the ESA pobtdmakes it an optimal product for
assimilation purposes where these uncertaintiesbeadirectly prescribed into the assimilation
algorithm and balanced with the model uncertairttesompute an optimal model update. These
uncertainties need however to be translated irgspatio-temporal timescales of the model to be
adequately used. Refining techniques for this egatnporal adaptation of ESA product
uncertainties will be one of the objectives of W#?4he next ESA CMUG project. An unsuitable
adaptation of these SIC uncertainties could expli@ mismatch between the SIC after
assimilation and in the observations along the EAsian continental shelf. Information about
how observational uncertainties are correlateghate and time, i.e. the off-diagonal terms of the
covariance matrix could also be beneficial to th€ &ssimilation. Another explanation for the
Euro-Asian continental shelf mismatch would be thaire successive updates or a higher
resolution would be necessary to reach a betteelmuservation agreement. This last hypothesis
will be tested within the WP3 of the next ESA CMipédject.

145 of 174



CMUG Phase 2 Deliverable

Reference: D3.1: Quality Assessment Report
Due date: June 2017

Submission date: 21 December 2017

Version: 4

The decrease in sea ice extent forecast qualitynwalssimilating the ESA-CCI SIC product into
the initial conditions of the EC-Earth forecastteys whereas the sea ice volume forecast quality
increases highlights forecast errors confined & gba ice edge. These forecast errors could
originate from different sources: 1. a misspectfara of the observational errors at the sea ice
edge which would reduce the quality of the reanalgsa ice extent and therefore the prediction
skill for sea ice extent (but not necessarily fea e volume dominated essentially by the central
Arctic contribution), 2. an initial shock at thatialisation time due to the use of a sea ice raig
which is not fully consistent with the atmospheméial state, 3. an inaccuracy of the forecastrerro
estimate themselves at the sea ice edge becaysdaimet account for observational uncertainty.
The first explanation should be tested though tiragarison of the observational error provided
with the ESA-CCI SIC product with observational artainties obtained through other techniques
(Bellprat et al 2017), which is one of the objeetvof WP4 of the next ESA CMUG project. The
second explanation should be tested through thalisation of climate predictions from the EC-
Earth simulation assimilating ESA-CCI SIC producttoupled mode which is validated above in
this report, this activity being one of the objees of WP3 of the next ESA CMUG project. The
third explanation should be tested through the ldgweent of forecast quality estimates
accounting for observational errors, which is ofihe objectives of WP4 of the next ESA CMUG
project.

146 of 174



CMUG Phase 2 Deliverable

Reference: D3.1: Quality Assessment Report
Due date: June 2017

Submission date: 21 December 2017

Version: 4

3.14 Assessment of Antarctic ice sheet ECVs for modelling [WP3.12]

Aims

We assess the consistency of an Antarctic ice €@¥twithin the framework of an Antarctic ice
sheet model. This type of model simultaneously lemthe simulation of both the grounded ice
sheet and its downstream extension, the floatiaghelf that is in contact with the ocean, along
with their mutual interactions. More specificaliypm a modelling point of view, we assess the
quality of the ECV IV (Ice Velocity, product that not officially available yet in the CCI) through
its possible use for initialising ice sheet modé&lsis is applied to the Amundsen sea sector, where
currently the most rapid ice-dynamical changefhiefWest Antarctic ice sheet are observed, with
significant contribution to current sea level riShepherd et al., 2012).

We discuss the assets of this product comparduteteduivalent data that are currently being used
by the ice sheet modelling community. We highlighine of the difficulties and give a series of
recommendations on how this product could be imgadder ice-sheet modelling purposes.

Changes with respect to the original deliverable

Our initial goal (starting in June 2016) was tolg@n Antarctic wide model and a regional model
to a part of Dronning Maud Land in East Antarctiwa(i) initialise the model using the ECV IV
for different years over the satellite era (the thsee decades), (ii) hindcast the evolution ef th
ice sheet, starting from the older initial statélunday, in order to compare the model results to
the ECV SEC (Surface Elevation change) and the G@lace Mass Balance) and (iii) perform
future predictions starting from the different iaitstates. The most important phase is the
initialisation of the ice sheet, which highly detenes the quality of further predictions.

The IV data for the 1990s and the 2000s appearbd ther too sparse or lacking, respectively,
to enable both Antarctic wide and regional (for Bmimg Maud Land) initialisations. The last
decade (or the 2010s) IV data processed from théreé 1 satellites by the ENVEO team were
also lacking some crucial areas for initialisatpaurposes. For instance, the presence of data gaps
(means no data at all for various reasons: proyitoithe grounding line, signal coherence...) near
major ice streams, such as the Jutulstraumen liearsf did not enable to initialise the regional
model with sufficient accuracy. Also, for the glbb@odel to be applied to the last decade 1V, the
merge that is to be made with more ancient dataevlies the so-called “polar hole” (that the
Sentinel 1 satellites cannot survey) is troublesome
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The initialisation part being the key point in pistohg future sea level contribution from
Antarctica to sea level rise, we decided to ingedé the Amundsen sea sector with the regional
model. The main reason for this choice is, becthus®f the rapidly changing glaciers there, the
international glaciological community has had aevighened eye over this region for the last three
decades, and the amount of data available is migteh (even though not perfect) than in
Dronning Maud Land, not only spatially but also parally, meaning that older ice velocity data
are available for initialisation and hindcast pusg®. However, these changes did allow to reach
our initial goals, i.e., to test the validity of Wata for model initialization.

Key results of CMUG research

The pattern of the initial state, composed of b&sation for grounded ice and stiffening factor,
mostly for floating part, obtained from the IV pessed from the Sentinel 1 satellites, is
gualitatively consistent with analogous resultsaoied from previous ice velocity datasets.

The glaciers feeding the Amundsen sea sector haoadesated since the beginning of the 1990s,
which is confirmed for the 2015-2017 period acqtlipgy the Sentinel 1 satellites. The successive
initial states obtained by the model show a clearelase in basal friction between the bottom of
the grounded ice sheet and the bed. However, paettpuse of poor initialisation and missing
model physics (the bed beneath the Antarctic iglpdmown), this is so far not clear whether
these changes arise from the decrease in icedshitessing, induced by an increased sub-shelf
melting due to a warming ocean, or from physicanges that could occur beneath the grounded
ice sheet (e.g., subglacial drainage changes)inMeese model shows also an inland propagation
of shear margins of the Pine Island glacier icdfstich is the sign of ice shelf weakening and
may indicate a disconnection of the central truhke fnain ice stream) from the ice sheet.

The 2 years period of acquisition from the Sentinehtellites seems to be enough to produce an
initial state, which is a major and crucial diffece as opposed to the almost 20 years long mosaic
that was used before (and currently) by ice-sheetathers. For rapidly changing glaciers such as
in this place of study, this is (and will be) impiog the results of the ice-sheet models in theesen
that they will be much closer to the actual stdtthe ice sheet.

Summary of work

I ntroduction.

A key aspect in projecting future Antarctic massslasing ice-sheet models relies on the accuracy
of the model initial state. Data assimilation mekhenable to produce this initial state by keeping
the initial ice-sheet geometry and surface veloagyclose as possible to observations, which is
done by optimising other unknown data, typicalle thasal friction coefficient (C) and ice
stiffening factor @) spatial fields.
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Until recently, the amount of data needed for atigation (ice surface velocity and geometry
fields) where too few and the ice-sheet modellasto - and still - use data mosaics spanning the
last 20 years. Although this might be sufficient écsteady state ice sheet, the Antarctic ice sheet
and especially its West Antarctic part, is losingssiand is thus not in steady state since at least
the 1990s. Therefore, for the region of intereatadeed to be collected over shorter time scales
to reflect the correct state of the ice sheet fshart period of time. Acquiring the IV over the
whole Antarctic ice sheet (apart from the polarehaos now made possible by the Sentinel 1
satellites in about 2 years, which reflects more time scales of changes that are currently
occurring in West Antarctica.

| ce-sheet modelling.

We use the adaptive mesh finite-volume ice-sheatainBISICLES (http:/BISICLES.Ibl.gov).
The model solves the shallow shelf approximatioBABand includes vertical shearing in the
effective strain rate (Cornford et al., 2015), whimakes the ice softer than the traditional Shallow
Shelf Approximation approach at the grounding liaagd induces similar ice sheet behaviour
compared to non-approximated full-Stokes modelstyR@nd Durand, 2013), provided that sub-
kilometric resolution is used at the grounding Wmeen performing future predictions. The model
can be used either to infer the initial state frdata assimilation using a fixed geometry, or to
perform transient simulations for future projecsofor which the ice geometry can evolve. Here,
we only used the former type of model, which is'iamerse model”.

Methodology.

The scientific purpose is to assess the tempomugen of the Pine Island and Thwaites glaciers
(Figure 1A) initial states (friction coefficient drstiffening factor) over the satellite era, cowgri
25 years of satellites observations. To do so, seenon-CCl and CClI data (Table 1). The most
recent data of Ice Velocity are processed by ENViEBGh the Sentinel 1 satellites and cover the
2015-2017 period. To produce an initial state, \8e aeed the geometry of the ice sheet, which
we reconstructed from various sources of datasiectace and bed elevation, firn air content and
the geoid where combined to reconstruct the iakiigiss for a close temporal period. We also
used older datasets to produce older initial statke purpose has an obvious scientific interest,
because it can give a physical meaning to the tewmeleration of these giant glaciers, but it also
enables to evaluate the consistency of the Ice ditglalata acquired and processed from the
Sentinel 1 satellites.
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Datasets
Datasets 2015-2017 2007-2009 1995-1996
Bed topography Fretwell et al., 2013 Fretwell et al., 2013, Fretwell et al., 2013
Ice thickness Combination of Fretwell et al., 2013, Fretwell et al., 2013

Chuter and Bamber,
2015

Helm et al., 2014
Ligtenberg et al., 201
Forste et al. 2014

Ice temperature (for Pattyn, 2010 Pattyn, 2010 Pattyn, 2010
ice viscosity)

Ice surface velocity Sentinel 1a-b Mouginot et al., 2017 ERS1&2
(2015-2017) (2007-2009) (1995-1996)

Table 1: Summary of datasets used for the diffggeribds of time.
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Figure 1: Ice velocity datasets from A) the Sertireeb satellites (ECV 1V) for the 2015-2017
period of time, B) the ERS 1-2 satellites for teary1995-1996 (Processed by Anders Kusk from
DTU space), and C) a combination of different daéesources (Mouginot et al, 2017). B) and C)
are shown as absolute differences with A). In Ahswn the location of Pine Island glacier (PIG)
and Thwaites glacier (TG). The white areas aretlfigr ocean or for data not available.
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Figure 2: A) Ice thickness dataset reconstructedithe Cryosat 2 surface elevation for the 2011-
2014 period (Chuter and Bamber, 2015 for the flogtice shelf and Helm et al., 2014 for the

grounded ice sheet), the Firn air content (Ligtengbet al., 2014) and the EIGEN-6C4 geoid

(Forste et al., 2014) and the Bedmap?2 bed elevdkogtwell et al., 2013). B) Absolute difference

between the older Bedmap2 ice thickness and thstmwen in A). The orange and the yellow solid
lines in A) and B) represent the limit between gued and floating ice, the grounding line. C)

Map representing the location of the Amundsen setosrepresented in the other panels.

The Sentinel 1 Ice Velocity dataset is clearly e¢stesit and in line with the signal observed since
the 1990s (Figure 1). In particular, the Pine IdIgRIG) and Thwaites glaciers (TG) have
constantly sped up and increased their cumulatwéribution to sea level rise. The speed increase
at the grounding line (that separates the grounckedheet from its floating ice shelf) is almost
1000 km/a since the 1990s and about 200 m/a foralRtz500 m/a for TG. For TG, the speed-up
at the grounding line is not uniform due to a noedr response to a partial unpinning from a
submarine topographic high of the Eastern ice fRafnot et al., 2014).

The ice thickness has decreased since the 1999s$r¢F2) because of both enhanced sub-shelf
melting and its consequence: the loss of ice shatfessing that induced an upstream speed up of
the ice and further thinning.

Results: initial states obtained from theinver se model

The initial state inferred by assimilating the neicdata is shown in Figure 3A and Figure 4A for
the friction coefficient and the stiffening factoespectively. The results are in line with predou
studies (Cornford et al., 2015) using a differestaf data (ice surface velocity from Rignot ef al.
2011 and ice geometry from Fretwell et al., 20113)e friction is relatively lower in the main
trunks of the PIG and TG ice streams, and alsbeir tributaries, while it is very high for low
velocity areas. Finally, the ice is made much safiethe areas where the ice is known to be
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fractured, which cannot be accounted for by theviseosity only, such as for instance the shear
margins on both sides of the PIG central ice stream

As shown by Figure 3 for the friction coefficiemdaFigure 4 for the stiffening factor, both
resulting from the inverse model, the physicalest#tPIG and TG has evolved over the last two
decades. The basal boundary has been more slidpeng the 2015-2017 period than it was
during the 2007-2009 period and even much more ithaas during the 1995-1996 period. The
central trunk of PIG and TG are known to slide owet and loose sediments, which probably
makes the relationship between ice velocity and#utkeplastic. On the other hand, the ice shelves
of PIG and TG have been thinning because of sigamti sub-shelf melting, which has decreased
ice-shelf buttressing against the upstream ice. dtwsequence is to increase and transfer
longitudinal stretching far upstream of the grounggdiine which, in the presence of a deformable
plastic bed, increases the relative velocity betwibe ice sheet base and the bed, thus increasing
basal slipperiness.

It seems that some shear margins areas, such mstance the two located on both sides of the
main ice stream of PIG, are currently extendingndl, while some others, such as one separating
the Eastern from the Western ice shelf of TG, aigrating sidewards. In the former case, this
may be the sign of drastic weakening of the icdf sbiewhich the central trunk may be even more
disconnected from the sidewards inland ice. Theedatase is more complicated insofar as the
Eastern ice shelf of TG is pinned from beneath bgiatively higher topographic high (Rignot et
al., 2014), and that the recent acceleration ahdskelf melting of the TG may lead to a non-
steady ice shelf unpinning, difficult to survey kveccuracy.
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Figure 3: Friction coefficients inferred from thieree datasets detailed in Table 1: A) shows the
results obtained with the Sentinel 1 velocities|eMB) and C) show the relative difference between
these latter results and the one obtained fromather datasets detailed in Table 1. The blue
colour in B) and C) thus shows that the base ofithesheet is more slippery compared to older
datasets. The white areas are for the ocean od&ba not available.
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Figure 4: Stiffening factors#) inferred from the three datasets shown in Tabl@&)lshows the
results obtained with the Sentinel 1 velocitiesilevB) and C) shows the results for older data.
The ice is made softer by the inverse model whewigcosity is not a sufficient parameter to
describe the ice stiffness. We only authorize siofte the more red the softer the ice. For instance
the shear margins such as the two observed in Biaad glacier ice shelf cannot be described
by ice viscosity only and are thus made much sbitehe inverse model. The white areas are for
the ocean or for data not available.

Quality relevant outcomes

The IV product is not yet publicly available so {nginor) difficulties that we have been facing in
its use may only reflect the fact that this is angowork.

Yet, the product appears to be quite robust irstmese that most of the IV products mapped are
consistent. The spatial resolution is 200 m, wischt least 5 times better than the resolution of
datasets currently used in ice sheet modelling.ajomasset of this dataset is the temporal range
of its acquisition to cover a substantial perceataf the Antarctic ice sheet. Two years of
acquisition seem to allow consistent results olethifrom our inverse model. The ice velocity
dataset currently used by the ice sheet modellamgneunity is a mosaic spanning an almost 20
years range. This may be fine for part of the loees in steady state, but not at all for changing
parts such as the glaciers feeding the Amundseri@bayment. Thus for studying the latter, this
product is obviously a significant improvement.

This study was made in close collaboration withgbentific teams in charge of processing the
data (ENVEO, DTU space and Leeds University), whedlabled us to benefit from up-to-date
data over the one year project. One of the maintpahen using data is how far we can trust those.
This can be quantified by error maps but also bkingaavailable relevant information such as
the DEM or the size of the track windows that wesed, among others. All those information are
crucial for ice-sheet modelling because they en#édblbe put in perspective with older data
processed from other groups, and from which wel@are a comprehensive view of ice sheet
states over the satellite era. During our study,Ilthproduct that we used was quite satisfying in
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the sense that the data look consistent with wizest @bserved before. However, only the error
maps and the different processing information démwaus to quantify the changes between
different periods of time. For instance, lookinglsg evolution of the shear margins, it seems that
those were moving sideways in some places, whighbaanterpreted as ice-sheet drastic changes,
but could also be an artefact of different wayprmicessing the observations.
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3.15 Assessment of Greenland ice sheet ECVs for modelling
[WP3.13]

Aims
We perform an integrated quality assessment of rkaBd ice-sheet ECVs to assess their
consistency within the VUB Greenland ice sheet m@éM-VUB). An evaluation is made of

their use to initialise the ice-sheet model to ¢herent state as a prior step for future Greenland
mass change and sea-level projections within ISMGMNIP6/ IPCC ARG).

The following scientific questions are addressed:

* Are the ice sheet ECVs good enough for assimilgtimposes?

* What are the changes made to the analyses by ksigthe CCI data?

* Are the SEC and GMB products consistent with thel@elled evolution of ice thickness
and bed elevation?

» Are the uncertainties provided useful to assigreoleion errors to the measurements?

* Are the IV, SEC, and GMB ECVs mutually consisterdni an ice-sheet assimilation
point of view?

Key results of CMUG research

» Assimilation of Greenland ice sheet CCI IV surfaedocity data significantly improves
the representation of ice flow in the GISM-VUB iskeet model. Missing values in the
satellite products can be substituted with balambecities, however unrealistic striping in
the interior limits the use for slowly moving ia@fen to bedrock. We recommend a multi-
annual averaged IV product be made available dneesédme time period as the SEC and
GMB products for a more appropriate cross-ECV assest.

» The SEC surface elevation change products appeaccasate and mature products for
comparison with GISM-VUB output provided surfacensiéy and surface mass balance
can be prescribed over the same time period. Teahjgorverage is excellent, however
radar altimetry data are not available along tleegstmargin of the Greenland ice sheet,
where values are expected to be largest.

« The GMB gravimetric mass balance products have aellent temporal and spatial
coverage and appear as mature products. IncorpomeitiGMB products into an ice sheet
modelling framework however requires to filter GISRUB output towards a GRACE-
like spatial resolution.

Summary of work
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Work on the Greenland ice sheet ECVs started inl@ct2016 using the GISM-VUB model (Furst
et al., 2013). GISM-VUB is a higher-order 3-D themmechanical ice flow model that freely
simulates the size and shape of the Greenland heet sn response to changes in climate
conditions. At the heart of the model is the solntdf the time-dependent continuity equation for
ice thickness H:

0H >
—~=-V.(0H) +M -5 1)

wheret is the timep is the vertically averaged horizontal veloci¥,is the surface mass balance
andS is the basal melting rate. The Greenland ice s@€Htportal provides gridded datasets
spanning various time periods on surface velodi), (surface elevation change from radar
altimetry (SEC) and mass change trends from GRAGHIK). These products all provide
constraints on different terms in the continuityuagon and can therefore be assessed within
GISM-VUB. Prior to the analysis the CCI ECVs warstfremapped from their original resolution
(250 m and 500 m for IV, 5 km for SEC, and 40 km@MB) to the native 5 km grid of GISM-
VUB using the CDO (Climate Data Operators) bilinederpolation tool. The experiments were
performed on the ice sheet mask of GISM-VUB, thxdueling the peripheral glaciers and ice
caps that surround the Greenland ice sheet.

Most of the work focused on the assimilation ofefsd ice velocity by a nudging procedure.
The process involves adjusting the basal slidingffament in Weertman’s basal sliding law in
areas at the pressure melting point. This allowsibdelled surface velocity to match the observed
one. A similar procedure to adjust also the rateofan Glen’s flow law for interior regions frozen
to bedrock is straightforward to implement, but wasattempted as the 1V products at hand were
deemed of insufficient quality in those regions,discussed further below. Our assimilation
procedure puts forward a steady state and assuraes target field is available for every grid
point. Missing pixels in the observations therefoesded to be filled in with balance velocities
(e.g. Bamber et al., 2000; Huybrechts et al., 2000¢ balance velocity corresponds to the depth
averaged ice velocity that is required to discharfiged surface mass balance field given a steady
state surface elevation and ice thickness. Theulzéd velocity values were converted into
surface velocities using a multiplier correspondiogthe ratio between surface velocity and
vertically averaged velocity magnitude in a preouisitialisation experiment with GISM-VUB
(Goelzer et al., 2013). In accordance with thetrg, surface elevation field had been smoothed
over a distance between 10 and 20 times the ickrtbss H before being included in the balance
velocity calculation. The result that provided thest fit with the observations at the overlapping
pixels surrounding the missing pixels was adopiedhe assimilation procedure we used the IV
product from Sentinel-1 from 2015-10-01 to 20163I0added in March 2017 to the CCI data
portal, as this was the dataset spanning the lopge®d with the least missing pixels on the 5 km
grid of GISM-VUB (243 missing out of a total of 644G, or only 0.4%). In all experiments the
geometric input (surface elevation, bedrock elevatnd ice thickness) was taken from the
Bamber et al. (2013) data set and the ice temperatas prescribed from a paleo-spin-up over
several glacial-interglacial cycles, with some Idigadjustments for our specific model
requirements (Goelzer et al., 2013).
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Resulting surface velocity fields are shown in K. The nudging was performed over 10000
years until a stationary solution was obtained vaithelaxation timestep equal to 50 years for
optimal results. To avoid unwanted behaviour obsgrvelocities were only assimilated where
they were larger than 5 m¥and the adjustment of the basal sliding paranvessr limited to a
factor between 5 and 0.2. As expected, the modsliefdce velocity is in better agreement with
the observations in a simulation with data assimitacompared to a simulation without data
assimilation. The improvement is particularly ohwsofor the NEGIS (Northeast Greenland Ice
Stream). The root mean square of the normalizddrdrice between the modelled and observed
surface velocity decreases from 0.45 to 0.40 uBihgrhe correlation coefficient between the
observed and the modelled surface velocity mageialdo displays an improvement from 0.61
for the simulation without data assimilation to®f8r the simulation with data assimilation.
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Figure 70: Surface velocity magnitude from modeid abservations as discussed in the text.
Black spots in the Sentinel-1 data denote missaigeg in the best product available on the
Greenland Ice Sheet CCI data portal.
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The price to pay when nudging ice velocity is ticatthickness after the process will deviate from
the observations, as shown in Fig. 71. Ice-shede wnetrics such as the root mean square of
normalized differences and correlation coefficidmsnveen modelled and observed ice thickness
are similar in simulations with and without dataiaslation, however the fit is improved in crucial
areas after nudging. An optimal assimilation pracedhould in fact include both ice velocity and
ice thickness in a way to minimize the compoundedren both variables, which is a subject of
future research.

Ice thickness deviation Ice thickness deviation
without data assimilation with data assimilation

209,

60y

m

Figure 71: Difference between modelled and obseifedthickness for simulations with and
without data assimilation over 10000 years. Obseiice thickness is derived from the Bamber et

al. (2013) data set.

In principle it is also possible to include the eh&d imbalance in a data assimilation procedure
to improve model initialisation. The Greenland EGY<SEC and GMB are however not directly
useable in GISM-VUB. SEC measures the real elevati@mnge but this quantity also contains a
component from bedrock elevation change and suidiaosity change. GISM-VUB calculates
mass changes in ice-equivalent meters. To be cablgawith SEC these would need to be
corrected for surface density. To first approximata firn density equal to 50% of the ice density
could be taken for the accumulation area. A firrseasment within an ice-sheet modelling
framework would nevertheless require a well-vakdiesurface density model. The GMB product,
on the other hand, measures mass changes diretthutiers from a low spatial resolution to be
directly comparable with GISM-VUB. As such GMB canly be usefully compared with an ice
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sheet model on an ice-sheet wide or basin-to-ls&sile. An alternative approach would be to filter
the GISM-VUB model output towards a GRACE-like splatresolution to compare to the
observations at the low resolution of GRACE. Tceeasshe mutual consistence of IV, SEC, and
GMB from an ice-sheet point of view it is importdatrealize that the flux divergence term in the
continuity equation (Eg. 1) depends on slowly vagyguantities, except adjacent to the ice sheet
margin, but that the imbalance and surface massmbalterms have a large interannual variability.
These latter terms are moreover expected to shmghamutual correlation. Hence a cross-ECV
assessment requires the incorporation of the teshpoolution of the surface mass balance term
M over the same time interval than the observatiasscould be provided by e.g. a Regional
Climate Model. Given the limitations on data availity and working time within CMUG CCI
Phase 2, a more comprehensive cross-ECV assessagenbdt performed.

Quality relevant outcomes

Surface velocity

The IV data appear as a generally accurate andrenptoduct that is useful for assimilation
purposes in an ice sheet model. The spatial resolaf 250 to 500 m is excellent and superior to
the 5 km resolution of GISM-VUB. There are howev&sues with the spatial and temporal
coverage of at least 3 of the 4 Sentinel-1 SAR dats available on the GIS CCI website. Either
missing values comprise up to 6% of the Greenlaadsheet (3739 missing pixels out of 64716
for IV 20141101 20151201 and 3548 out of 64718Wa20151223 20160331), or the data cover
less than 1 year, which is insufficient to averageany seasonal cycle. A common artefact to all
CCI IV products are the stripes in the interior,iethare not realistic. The stripes are due to
ionospheric disturbances and are aligned approrisnggerpendicular to the satellite flight
direction. These artefacts could be efficientlyuset by merging velocity data of multiple tracks
(Nagler et al., 2015). Errors are not provided wité IV data, but these would be useful in more
sophisticated assimilation procedures such asti@ra methods, Ensemble Kalman filtering, or
particle filtering methods to estimate the standadediation that weighs the importance of the
observations at different locations. Errors may &le useful in the nudging approach to identify
areas with stripes and to avoid assimilating theseealistic data. For the purpose of data
assimilation and cross-ECV assessment, we recomaéedt covering multi-annually averaged
product with reduced striping be made availabler dke same interval than the SEC or GMB
products (3 to 5 year's average).

Surface elevation change

The SEC products are provided as 2, 4, or 5-yeatingaverages for the period between 1992
and 2016, which is very appropriate for compariaith GISM-VUB output. The data are given
on a 5 km grid that is however slightly rotatednfrehe 5 km grid of GISM-VUB. Errors are
provided for all datasets on the website, and atmlly an order of magnitude smaller than the
signal itself. The products appear as an accuradevary mature product. There is however an
issue with missing values towards the ice sheegjimaitl around the ice sheet. This is because the
radar altimeter on board the ERS-1, ERS-2, Envasat,Cryosat-2 satellites does not work on the
steep terrain commonly found near the edge of arsieet. Unfortunately the largest surface
elevation changes are expected to occur at theimdrige amount of missing values depends on
the instrument, and ranges from 9.7%-11.7% of t¢it@l ice sheet area for ERS-1, ERS-2, and
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Envisat products to 3.6%-5.8% of the total ice slagea for the more recent Cryosat-2 products.
Fig. 72 illustrates the issue with the missing ealaround the margin of the Greenland ice sheet.
The SEC product would only be useable in a fornssinailation procedure provided surface
elevation changes can be transformed into ice-adgnv ice thickness changes and missing values
can be filled in, for instance by extrapolation.

Gravimetric mass balance

The GMB products are provided as 5-year runningaes since 2003 consistent with the SEC
products, which is good. The GMB solutions are dase spherical harmonic functions and are
presented as disks with a diameter of approximdi@lim on an icosahedron-based grid. There is
no issue with spatial coverage as the entire Gagehice sheet is represented. The GMB fields
appear as mature products, however with the caliaathey represent a spatially smoothed field
of mass change, and cannot be compared with GISB-@Utput directly on a pixel-by-pixel
basis.

SEC 1998-2002 SEC 2007-2011 SEC2011-2015
ERS-2 RA Envisat RA-2 Cryosat-2

209, 709, 209,

< » & 3

0 200 400 km 0 200 400 km 0 200 400 km

600y 609 60%

Figure 72: Examples of the SEC products availaliéhee Greenland Ice Sheet CClI data portal.
Orange values around the ice sheet margin denagsing values on the 5 km ice sheet mask of
GISM-VUB.
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Appendix 1. Status of WP research reported on in this deliverable

WP Name Lead partner  Status

3.1 Assessment of Marine ECVs in FOAM | Met Office New results presented n
Ocean Model this report.

03.1 | Integrated assessment of Marine ECVs ileECMWF New results presented |n
the ORA system this report.

3.2 Assimilation of several L2 ozone product&ECMWF Work completed in
in the ERA system 2016, no update.

3.3 Integrated assessment of the CCl AeroSaSCMWF New results presented |n
GHG, and Ozone datasets this report.

3.4 Integrated assessment of CCl terrestrial| MPI-M New results presented in
ECVs impact in the MPI-ESM this report.

03.4 | Cross assessment of clouds, water vapo@MHI New results presented [n
aerosols, ozone, GHG, SST, radiation and this report.
soil moisture impact on global climate
variability and trends

3.5 Coupled climate model assessment IPSL Newtsegrdsented in

this report.

3.6 Improved process understanding from | MPI-M New results presented in
Arctic and Antarctic cross ECV assessment this report.

3.7 Cross-Assessment of Aerosols, Cloud anBLR Work completed in
Radiation CCI ECVs 2016, no update.

3.8 Cross assessments of clouds, water vapdiviHI Work completed in
radiation, soil moisture for regional climate 2016, subsequent
models research in this area was

redirected to WP3.14.

3.9 Cross assessments of ESA CCI glacier,| SMHI New results presented [n
land cover and sea level data for this report.
hydrological modelling of the Arctic
Ocean drainage basin

3.10 | Cross-assessment of CCI-ECVs over theMeteo New results presented in
Mediterranean domain France this report.

03.11| Assessment of sea ice concentration BSC New results presented in
observational uncertainty from a data this report.
assimilation point of view

3.12 | Assessment of Antarctic ice sheet ECVs ULB New results presented in
for modelling this report.

3.13 | Assessment of Greenland ice sheet ECY¥UB New results presented in
for modelling this report.
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