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1 INTRODUCTION

1.1 Purpose and scope

This document presents the Technical Specification (TS) of the Land Cover project belonging to the European Space Agency (ESA) Climate Change Initiative (CCI). It is intended to provide sufficient information to be able to understand the whole processing chain.

The overall objective of the CCI Land Cover (CCI-LC) project is to deliver, in a consistent way over years and from various Earth Observation (EO) instruments, global land cover products matching the needs of key users belonging to the Climate Modelling Community (CMC).

Pre-processing and classification algorithms are developed in order to design and demonstrate a prototype system able to generate products that meet, as best as possible, the specifications described in the Product Specification Document (PSD). Using the Database for Task 2 (DBT2), different algorithms have been developed, tested and validated, starting from Level 1B imagery through the round-robin exercise. For each step of the processing chain, specific algorithms have been selected (the selection process being fully documented in the Product Validation and Algorithm Selection Report (PVASR)).

The Algorithm Theoretical Basis Document (ATBD) version 1 aims at providing a detailed description of the algorithms selected in the PVASR. More precisely, it includes a scientific background and theoretical justification for each implemented algorithm [AD-1].

The workflow of these activities is presented in Figure 1-1.
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### 1.3 Acronyms

The acronyms used in this document are listed in Table 1-3.

<table>
<thead>
<tr>
<th>ACRONYM</th>
<th>MEANING</th>
</tr>
</thead>
<tbody>
<tr>
<td>AATSR</td>
<td>Advance Along Track Scanning Radiometer</td>
</tr>
<tr>
<td>ALOS</td>
<td>Advanced Land Observing Satellite</td>
</tr>
<tr>
<td>AMORGOS</td>
<td>Accurate MERIS Ortho Rectified Geo-location Operational Software</td>
</tr>
<tr>
<td>ANN</td>
<td>Artificial Neural Network</td>
</tr>
<tr>
<td>AOD</td>
<td>Aerosol Optical Depth</td>
</tr>
<tr>
<td>AOT</td>
<td>Aerosol Optical Thickness</td>
</tr>
<tr>
<td>APP</td>
<td>Alternating Polarisation Mode Precision Image</td>
</tr>
<tr>
<td>ARVI</td>
<td>Atmospheric Resistant Vegetation Index</td>
</tr>
<tr>
<td>ASAR</td>
<td>Advanced Synthetic Aperture Radar</td>
</tr>
<tr>
<td>ASCII</td>
<td>American Standard Code for Information Interchange</td>
</tr>
<tr>
<td>ATBD</td>
<td>Algorithm Theoretical Basis Document</td>
</tr>
<tr>
<td>ATSR</td>
<td>Along track scanning radiometer</td>
</tr>
<tr>
<td>AVHRR</td>
<td>Advanced Very High Resolution Radiometer</td>
</tr>
<tr>
<td>BA</td>
<td>Burnt Area</td>
</tr>
<tr>
<td>BAE</td>
<td>Burnt Area Estimates</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>ACRONYM</th>
<th>MEANING</th>
</tr>
</thead>
<tbody>
<tr>
<td>BEAM</td>
<td>Basic Envisat Tool for AATSR &amp; MERIS (<a href="http://envisat.esa.int/services/beam/">http://envisat.esa.int/services/beam/</a>)</td>
</tr>
<tr>
<td>Bha</td>
<td>Bhattacharya</td>
</tr>
<tr>
<td>BOA</td>
<td>Bottom-Of-Atmosphere</td>
</tr>
<tr>
<td>BRDF</td>
<td>Bidirectional Reflectance Distribution Function</td>
</tr>
<tr>
<td>BRF</td>
<td>Bidirectional Reflectance Factor</td>
</tr>
<tr>
<td>CESBIO</td>
<td>Center for the Study of the Biosphere from Space</td>
</tr>
<tr>
<td>CCI</td>
<td>Climate Change Initiative</td>
</tr>
<tr>
<td>CCI-LC</td>
<td>CCI Land Cover</td>
</tr>
<tr>
<td>CDED</td>
<td>Canadian Digital Elevation Dataset</td>
</tr>
<tr>
<td>CLC</td>
<td>Corine Land Cover</td>
</tr>
<tr>
<td>CLiC</td>
<td>Climate and Cryosphere Project</td>
</tr>
<tr>
<td>CLC2000</td>
<td>Corine Land Cover 2000</td>
</tr>
<tr>
<td>CMC</td>
<td>Climate Modelling Community</td>
</tr>
<tr>
<td>DBT2</td>
<td>Database for Task 2</td>
</tr>
<tr>
<td>DEM</td>
<td>Digital Elevation Model</td>
</tr>
<tr>
<td>DLM</td>
<td>Direct Location Model</td>
</tr>
<tr>
<td>DOM</td>
<td>Dark Object Method</td>
</tr>
<tr>
<td>DOY</td>
<td>Day of year</td>
</tr>
<tr>
<td>ECV</td>
<td>Essential Climate Variable</td>
</tr>
<tr>
<td>EEA</td>
<td>European Environment Agency</td>
</tr>
<tr>
<td>EGD</td>
<td>Effective Grain Diameter</td>
</tr>
<tr>
<td>ENL</td>
<td>Equivalent Number of Looks</td>
</tr>
<tr>
<td>ENVISAT</td>
<td>Environnement Satellite (<a href="http://envisat.esa.int">http://envisat.esa.int</a>)</td>
</tr>
<tr>
<td>EO</td>
<td>Earth Observation</td>
</tr>
<tr>
<td>ERS</td>
<td>European Remote Sensing Satellite</td>
</tr>
<tr>
<td>ESA</td>
<td>European Space Agency</td>
</tr>
<tr>
<td>EUMETSAT</td>
<td>European Meteorological Satellites Agency</td>
</tr>
<tr>
<td>FIREM3</td>
<td>The Fire M3 Hotspots product from the Canadian Wildland Fire Information System</td>
</tr>
<tr>
<td>FR</td>
<td>Full Resolution</td>
</tr>
<tr>
<td>FRS</td>
<td>Full Resolution Swath</td>
</tr>
<tr>
<td>FSC</td>
<td>Fractional Snow Cover</td>
</tr>
<tr>
<td>FSG</td>
<td>Full Swath Geo-corrected</td>
</tr>
<tr>
<td>ACRONYM</td>
<td>MEANING</td>
</tr>
<tr>
<td>---------</td>
<td>---------</td>
</tr>
<tr>
<td>G2</td>
<td>Geoland 2</td>
</tr>
<tr>
<td>GCOS</td>
<td>Global Climate Observing System</td>
</tr>
<tr>
<td>GDAL</td>
<td>Geospatial Data Abstraction Library</td>
</tr>
<tr>
<td>GFED.v3</td>
<td>Global Fire Emissions Database version 3</td>
</tr>
<tr>
<td>GLC2000</td>
<td>Global Land Cover 2000</td>
</tr>
<tr>
<td>GLWD</td>
<td>Global Lakes and Wetland Database</td>
</tr>
<tr>
<td>GMES</td>
<td>Global Monitoring for Environment and Security</td>
</tr>
<tr>
<td>HDF</td>
<td>Hierarchical Data Format</td>
</tr>
<tr>
<td>H-SAF</td>
<td>Hydrology and Water Management SAF</td>
</tr>
<tr>
<td>ICSU</td>
<td>International Council for Science</td>
</tr>
<tr>
<td>IFI</td>
<td>Irkutsk Forest Institute</td>
</tr>
<tr>
<td>IGOS</td>
<td>Integrated Global Observing Strategy</td>
</tr>
<tr>
<td>ILM</td>
<td>Inverse Location Model</td>
</tr>
<tr>
<td>IOC</td>
<td>Intergovernmental Oceanographic Commission</td>
</tr>
<tr>
<td>IODD</td>
<td>Input/Output Data Description</td>
</tr>
<tr>
<td>JAXA</td>
<td>Japan Aerospace Exploration Agency</td>
</tr>
<tr>
<td>JM</td>
<td>Jeffries-Matsushita</td>
</tr>
<tr>
<td>KO</td>
<td>Kick-Off</td>
</tr>
<tr>
<td>L0, L1, L2, L3</td>
<td>Level 0, Level 1, Level 2, Level 3</td>
</tr>
<tr>
<td>LARS</td>
<td>Land Aerosol Remote Sensing</td>
</tr>
<tr>
<td>LC</td>
<td>Land Cover</td>
</tr>
<tr>
<td>LC-condition</td>
<td>Land Cover condition</td>
</tr>
<tr>
<td>LC CCS</td>
<td>Land Cover Classification System</td>
</tr>
<tr>
<td>LSA</td>
<td>Land Surface Application SAF</td>
</tr>
<tr>
<td>LUT</td>
<td>Look-Up Table</td>
</tr>
<tr>
<td>MC</td>
<td>Mean Compositing</td>
</tr>
<tr>
<td>MCD64A1</td>
<td>MODIS Direct Broadcast Monthly Burned Area</td>
</tr>
<tr>
<td>MERIS</td>
<td>Medium Resolution Imaging Spectrometer</td>
</tr>
<tr>
<td>MHB</td>
<td>Minimum Hyper-temporal Backscatter</td>
</tr>
<tr>
<td>ML</td>
<td>Maximum Likelihood</td>
</tr>
<tr>
<td>MLC</td>
<td>Maximum Likelihood Classification</td>
</tr>
<tr>
<td>MODIS</td>
<td>Moderate Resolution Imaging Spectroradiometer</td>
</tr>
<tr>
<td>ACRONYM</td>
<td>MEANING</td>
</tr>
<tr>
<td>---------</td>
<td>---------</td>
</tr>
<tr>
<td>MSI</td>
<td>Multi-Spectral Imager</td>
</tr>
<tr>
<td>MTR</td>
<td>Mid-Term Review</td>
</tr>
<tr>
<td>MVA</td>
<td>Mean Annual Variability</td>
</tr>
<tr>
<td>NDII</td>
<td>Normalized Difference Ice Index</td>
</tr>
<tr>
<td>NDVI</td>
<td>Normalized Difference Vegetation Index</td>
</tr>
<tr>
<td>NDSI</td>
<td>Normalized Difference Snow Index</td>
</tr>
<tr>
<td>NGA</td>
<td>National Geospatial-Intelligence Agency</td>
</tr>
<tr>
<td>NGLD</td>
<td>Neighbourhood Grey level Dependency matrix</td>
</tr>
<tr>
<td>NIR</td>
<td>Near InfraRed</td>
</tr>
<tr>
<td>NOAA</td>
<td>National Oceanic and Atmospheric Administration</td>
</tr>
<tr>
<td>NRT</td>
<td>Near Real Time</td>
</tr>
<tr>
<td>OA</td>
<td>Overall Accuracy</td>
</tr>
<tr>
<td>OGR</td>
<td>OpenGIS Simple Features Reference Implementation</td>
</tr>
<tr>
<td>OLCI</td>
<td>Ocean and Land Colour Instrument</td>
</tr>
<tr>
<td>PA</td>
<td>Producer Accuracy</td>
</tr>
<tr>
<td>PALSAR</td>
<td>Phased Array-type L-band Synthetic Aperture Radar</td>
</tr>
<tr>
<td>PAR</td>
<td>Preliminary Analysis Report</td>
</tr>
<tr>
<td>PDF</td>
<td>Probability Density Function</td>
</tr>
<tr>
<td>PM</td>
<td>Progress Meeting</td>
</tr>
<tr>
<td>POLDER</td>
<td>POlarization and Directionality of the Earth’s Reflectances</td>
</tr>
<tr>
<td>PSD</td>
<td>Product Specification Document</td>
</tr>
<tr>
<td>PVAS</td>
<td>Product Validation and Algorithm Selection Report</td>
</tr>
<tr>
<td>RB</td>
<td>Requirement Baseline Document</td>
</tr>
<tr>
<td>RMS</td>
<td>Root Mean Square</td>
</tr>
<tr>
<td>ROI</td>
<td>Region of Interest</td>
</tr>
<tr>
<td>RR</td>
<td>Reduced Resolution</td>
</tr>
<tr>
<td>RTC</td>
<td>Radiative Transfer Code</td>
</tr>
<tr>
<td>RTE</td>
<td>Radiative Transfer Equation</td>
</tr>
<tr>
<td>S-2</td>
<td>GMES Sentinel-2 (<a href="http://www.esa.int/esaLP/LPgmes.html">http://www.esa.int/esaLP/LPgmes.html</a>)</td>
</tr>
<tr>
<td>S-3</td>
<td>GMES Sentinel-3 (<a href="http://www.esa.int/esaLP/LPgmes.html">http://www.esa.int/esaLP/LPgmes.html</a>)</td>
</tr>
<tr>
<td>SAF</td>
<td>Satellite Application Facility</td>
</tr>
<tr>
<td>SAJF</td>
<td>Sensitivity Analysis Justification File</td>
</tr>
<tr>
<td>ACRONYM</td>
<td>MEANING</td>
</tr>
<tr>
<td>---------</td>
<td>---------</td>
</tr>
<tr>
<td>SAR</td>
<td>Synthetic Aperture Radar</td>
</tr>
<tr>
<td>SCA</td>
<td>Snow Covered Area</td>
</tr>
<tr>
<td>SCAR</td>
<td>Scientific Committee for Antarctic Research</td>
</tr>
<tr>
<td>SCIAMACHY</td>
<td>Scanning Imaging Spectrometer for Atmospheric CHartographY</td>
</tr>
<tr>
<td>SDR</td>
<td>Surface Directional Reflectance</td>
</tr>
<tr>
<td>SIFT</td>
<td>Scale-Invariant Feature Transform</td>
</tr>
<tr>
<td>SLSTR</td>
<td>Sea and Land Surface Temperature Radiometer</td>
</tr>
<tr>
<td>SMAC</td>
<td>Simplified Method for Atmospheric Correction</td>
</tr>
<tr>
<td>SoW</td>
<td>Statement of Work</td>
</tr>
<tr>
<td>SPOT</td>
<td>Satellite Pour l’Observation de la Terre</td>
</tr>
<tr>
<td>SPOT-VGT</td>
<td>SPOT-VEGETATION</td>
</tr>
<tr>
<td>SRTM</td>
<td>Shuttle Radar Topography Mission</td>
</tr>
<tr>
<td>SSA</td>
<td>Single Scattering Albedo</td>
</tr>
<tr>
<td>SSE</td>
<td>Sum of Squared Error</td>
</tr>
<tr>
<td>SSW</td>
<td>Snow Surface Wetness</td>
</tr>
<tr>
<td>STS</td>
<td>Snow Temperature for Surface</td>
</tr>
<tr>
<td>STSE</td>
<td>Support to Science Element</td>
</tr>
<tr>
<td>SURF</td>
<td>Speeded-Up Robust Features</td>
</tr>
<tr>
<td>SWBD</td>
<td>SRTM Water Body Data</td>
</tr>
<tr>
<td>SWE</td>
<td>Snow Water Equivalent</td>
</tr>
<tr>
<td>SWIR</td>
<td>Short-Wave InfraRed</td>
</tr>
<tr>
<td>TIR</td>
<td>Thermal InfraRed</td>
</tr>
<tr>
<td>TOA</td>
<td>Top Of Atmosphere</td>
</tr>
<tr>
<td>TRMM-VIRS</td>
<td>Tropical Rainfall Measuring Mission Visible and Infrared Scanner</td>
</tr>
<tr>
<td>TS</td>
<td>Technical Specification</td>
</tr>
<tr>
<td>TUL</td>
<td>Technical University of Lisbon</td>
</tr>
<tr>
<td>UA</td>
<td>User Accuracy</td>
</tr>
<tr>
<td>UADP</td>
<td>Urban Area Detecting Parameter</td>
</tr>
<tr>
<td>UNEP</td>
<td>United Nations Environment Programme</td>
</tr>
<tr>
<td>UNESCO</td>
<td>United Nations Educational, Scientific and Cultural Organization</td>
</tr>
<tr>
<td>UNFCCC</td>
<td>United Nations Framework Convention on Climate Change</td>
</tr>
<tr>
<td>UR</td>
<td>Utility Report</td>
</tr>
</tbody>
</table>
1.4 Organisation

This document includes the following sections:

- **Section 1** gives the scope, purpose, reference and applicable documents and list of acronyms, notations and conventions used in this document.
- **Section 2** provides an overview of the overall CCI-LC processing chain and its main processing steps.
- **Section 3** describes in detail the logical flow and individual processing steps carried out in the pre-processing part of the system.
- **Section 4** describes in detail the logical flow and individual processing steps carried out in the classification part of the system dedicated to the production of land cover maps.
- **Section 5** describes in detail the logical flow and individual processing steps carried out in the classification part of the system dedicated to the production of land cover conditions.
2 LC PROCESSING OVERVIEW

The CCI-LC project will deliver to the climate community 3 global land cover databases made of LC state for three epochs - centered around 2000, 2005 and 2010 - and of LC condition products.

The project builds upon the state-of-art established in the GlobCover project. As a result, the developed processing chain will be based on the GlobCover operational processing system [RD-1]. The classification module will be articulated to the pre-processing one in the way illustrated in Figure 2-1. The pre-processing module produces global composited mosaics of land surface reflectance values at a “fundamental” temporal resolution, which will constitute the input to the classification module, which interprets them into land cover classes. An additional module will be developed to generate the LC condition products.

The completed automated pre-processing chain performs the following operations (Figure 2-2): radiometric, geometric correction, pixel identification, atmospheric correction with aerosol retrieval as well as compositing and mosaicing (possibly including sensor merging). Improved algorithms will be developed and validated for each of these pre-processing steps. They are exhaustively detailed in section 3.
The classification process aims at transforming the cloud-free reflectance mosaics generated by the pre-processing module into a land cover map. It is organized in 4 main steps (Figure 2-3). First, a per-pixel spectral classification delineates spatially consistent clusters which show similar spectral properties. This spectral classification combines supervised and unsupervised approaches. The first one is used when available training data are reliable while the second one is used in the opposite case.
The two approaches are combined based on an objective decision criterion. Second, a temporal classification will be run to improve the accuracy and the homogeneity of some specific classes. This second step is optional. Third, spectral and temporal land cover maps are merged to deliver a first global land cover map. Post-classification editions are finally foreseen to deal with specific issues encountered in the classification or to add high-value external dataset (such as the Water Bodies product based on SAR data that is achieved in the CCI-LC project. Before the classification process, an a priori stratification step is applied in order to allow adjusting the classification parameters to sub-regions specificities (seasonality, landscape patterns, etc.). Section 4 focuses on this topic.

Figure 2-3: Scheme showing the principle of the CCI-LC classification algorithm (from [AD-8])
3 LAND COVER PRE-PROCESSING CHAIN

The CCI-LC project will significantly contribute to the Global Climate Observing System (GCOS) Land Cover Essential Climate Variable (ECV), by responding to the need for Product T.5.1 of GCOS-107, and actions T26, T27 of GCOS-92.

As already mentioned, the completed automated pre-processing chain generates global various temporal resolution composites of surface reflectances of MERIS and SPOT-VGT by a series of pre-processing steps (Figure 2-2). Improved and new algorithms developed for each of these steps are presented in the sections below.

3.1 Geometric correction

With AMORGOS (Accurate MERIS Ortho Rectified Geo-location Operational Software), ESA has made available a tool which improves MERIS FR geolocation better than 70 RMS. AMORGOS has been developed by ACRI-ST. The accuracy achieved by AMORGOS is considered to be sufficient for the CCI-LC requirements. However, AMORGOS is known to be computationally intensive – i.e. requiring long processing time – and having problems in high latitudes. Both are not on the critical path for this phase I of the CCI-LC project, but should be mentioned and brought forward to phase II.

Further, it should be pointed out that AMORGOS needed an update for working with the MERIS data acquired after the orbital change manoeuvre in November 2010. An updated version for Linux operating systems (version 3.0p1) is now available, and provides compatibility with the new ENVISAT Orbit. This version has to be integrated in the pre-processing chain.

With regard to the inter-sensor geometric compatibility, the geometric accuracy of SPOT-VGT and MERIS RR, which are available on a 1-km grid, is less good. AMORGOS 3.0 did not work with MERIS RR products, and by definition is not applicable to any other sensors. The analysis of geolocation accuracy brought a misalignment of MERIS FR and RR forward, which is separately described in a technical note [AD-5]. In brief, in all probability, it is a combined effect of on-board resampling of CCD coordinates and on-ground geometric L0 \(\rightarrow\) L1 processing. The updated version AMORGOS 4.0 is addressing this geolocation issue and therefore improves the matching between MERIS FR and RR data.

In order to achieve consistent geolocation accuracy across all used instrument data, a new module will have to be developed if the geometric accuracy of the SPOT-VGT products does not fulfil the CCI-LC requirements with respect to the geolocation. MERIS FRS products after application of AMORGOS will be taken as reference, and all SPOT-VGT shall be geo-referenced with respect to this MERIS RR.

3.1.1 AMORGOS 3.0

AMORGOS includes a precise orbit determination, instrument pointing and performs an ortho-rectification. BEAM Ortho-rectification only includes the ortho-rectification. It is therefore clear, that...
the preferred solution is AMORGOS while BEAM ortho-rectification is being considered as a fall-back solution in case that AMORGOS totally fails. The criteria, which lead to the choice of the final tool, are not only the achieved geometric accuracy but also the:

- availability of the software;
- usability in the context of the CCI-LC processing chain;
- completeness of the available software, e.g. with respect to auxiliary data;
- processing performance.

If both candidates fail on these criteria, an alternative has to be found. Such an alternative could be an automated co-registration, as been proposed by Magellium. Figure 3-1 summarizes the decision path.

![Figure 3-1: Decision logic for the selection of the geometric correction tool (from [RD-2])](image)

The AMORGOS Software User Manual and Interface Control Document as well as the Software Transfer Document (Issue 2.0) were made available by ESA to the GlobCover team on 23.12.2005. This document is included in the GlobCover Design Justification File [RD-2] as Amorgos_ICD-SUM_2.0.doc and Amorgos_STD_i1r0.doc.

AMORGOS is run once for every MERIS_FRS_1P file and generates the corresponding MER_FSO_1P file. Re-build of the instrument projection is done using MER_FRS_1P internal data, the so-called MERIS detector index data set, and some additional MERIS Level 1b auxiliary data, the FR frame offset, extracted from appropriate MER_INS_AX file. For each MERIS pixel restored in instrument projection, an ortho-rectification algorithm computes the first intersection between the pixel’s line of sight and the Earth surface, represented by interpolation of the Digital Elevation Model (DEM) cells elevations on top of the reference ellipsoid. Line of sight is determined using its pointing vector expressed relative to the satellite, the satellite location and attitude, which are in turn determined from Orbit and Attitude files using the appropriate CFI routines. Location of the intersection is expressed as longitude, geodetic latitude and geodetic altitude.
AMORGOS is producing a so called FSG (Full Swath Geo-corrected) product. This is structurally identical with the FRS product but with 3 additional bands for the precise and corrected latitude, longitude and altitude.

This version of AMORGOS has been applied to a large number of different FRS products, which partly were processed several times, in order to get an estimate of the processing performance. The tests were further done on two different computers and network environments in order to separate the influence of the HW from the pure AMORGOS performance. These tests and its results are described in a dedicated technical note (GLBC-AMORGOS-ProcessingTime.doc). The overall result of these tests is that AMORGOS processes 32000 pixel/sec on a 3GHz Xeon with Linux OS, 2GB RAM and data on local disks or accessible via a fast network. Extrapolated to the full CCI-LC dataset the processing would require 159 days on a single machine.

It should be noted that the processing performance depends on the product size. The smaller the product size the better is the performance as shown in the Figure 3-2.

![Figure 3-2: Processing performance (from the GlobCover 2005 project – [RD-2])](image)

AMORGOS is executable software, which takes a MERIS FRS product as input and generates an FSG product as output. AMORGOS performs an improved navigation and pointing calculation and orthocorrects the data using an external digital elevation model. The FSG product in principle is an FRS product with three additional bands: corrected latitude and longitude, and the altitude. An important issue is the limitation of frame numbers for the FSG product. Due to output product time limits, the number of lines of an FSG product cannot exceed the value of 10305. Because the input FRS product may consist of up to 12865 lines, the processing of such a product has to be performed in two steps. AMORGOS provides input switches in the configuration file to handle this constraint.
Since AMORGOS is a binary distribution for Linux, it runs only under this operating system. It expects a certain directory structure, as depicted in the following Figure 3-3, which is taken from the AMORGOS Software Transfer Document. The figure does not contain the DEM directory, where the tiles of the digital elevation model reside.

![AMORGOS Executable Distribution Tree Structure](image)

Figure 3-3: AMORGOS directory structure (from the GlobCover 2005 project – [RD-2])

### 3.1.2 AMORGOS 4.0

The improvements of AMORGOS V4.0 with respect to previous version (V3.0p1) are:

- the processing of MERIS RR L1b products (MER_RR__1P) into geo-referenced RR L1B (MER_RRG_1P);
- the handling of the both reprocessing 2 and reprocessing 3 data (the difference affecting the format of an L1b processor auxiliary data file also used by AMORGOS, not the MERIS L1b products).

Consequently, the testing philosophy addresses the two changes listed above by verifying that:

- MERIS RR georeferenced products generated by AMORGOS V4.0 give results equivalent to:
  - MERIS FR georeferenced products with same coverage generated by AMORGOS V4.0, the FR mode being already validated;
  - MERIS RR georeferenced products are generated by MEGS, the MERIS Ground Segment test platform, in which the georeference option has been implemented and validated for both RR and FR.
MERIS FR georeferenced products generated by AMORGOS V4.0 give results equivalent to products with same coverage generated by AMORGOS V3 (or MEGS, the latter having been validated against AMORGOS V3);

AMORGOS V4.0 results are equivalent when obtained from MERIS 2nd re-processing data and MERIS 3rd reprocessing data with identical coverage, and that for both RR and FR.

Test scenes have been selected so as to offer various types of terrain, in particular including mountainous areas with a high variability of elevation. In all cases, validation is assessed through comparisons of (a) pixel altitudes with respect to the reference and (b) pixel geolocation through computation of ground distance with respect to the reference geolocation [RD-3].

Short summary of validation results:
- AMORGOS V4.0 RR versus FR - test is fully satisfactory;
- AMORGOS V4.0 RR versus MEGS RR - test is fully satisfactory;
- AMORGOS V4.0 FR versus MEGS FR - test is fully satisfactory;
- AMORGOS V4.0 from re-processing 3 versus AMORGOS V4 from re-processing 2 - test is fully satisfactory for both resolutions.

### 3.1.3 Scene collocation

The investigation of the geolocation accuracy of the MERIS FSG and RRG as well as the SPOT VGT P products revealed that the geometric accuracy of all products fulfils the CCI-LC requirements [AD 8]. The merging of the composites requires a collocation of MERIS FSG and MERIS RRG as well as SPOT VGT P or S1 products. This will be performed with the scene collocation described here. The collocation of geo-corrected MERIS FSG scenes with geo-corrected MERIS RRG and SPOT-VGT P or S1 scenes solely based on their geocodings (image geometry) is applied.

The Collocation Tool allows collocating two spatially overlapping products. Collocating two products implies that the pixel values of one product (the slave) are resampled into the geographical raster of the other (the master). For flag bands and bands where a valid-pixel expression is defined, the Nearest Neighbour method is used. In order to establish a mapping between the samples in the master and the slave rasters, the geographical position of a master sample is used to find the corresponding sample in the slave raster. If there is no sample for a requested geographical position, the master sample is set to the no-data value which was defined for the slave band. The collocation algorithm requires accurate geopositioning information for both master and slave products.

For MERIS RRG and SPOT-VGT P scenes, we can assume a sub-pixel accuracy of their provided geocodings. In contrast to MERIS FSG scenes, these geocodings yield for each pixel location a geographical coordinate of a given reference ellipsoid (e.g. WGS-82) that closely matches the Earth’s surface. For a collocation of all three sensors, these geographical coordinates need to be corrected for an underlying DEM. Ideally, the DEM used for the generation of the MERIS FSG products is also used for the geo-correction of the MERIS RRG.
A geocoding comprises a direct location model (DLM) and an inverse location model (ILM). The DLM transforms image pixel coordinates into geographical coordinates, \( g = \text{DLM}(p) \) while the ILM does the opposite: \( p = \text{ILM}(g) \).

The DLM is usually issued from a well-known satellite viewing model. In many cases it is given as a set of tie-points, each point associating a pixel position with a geographical coordinate. For MERIS, pixel positions are given for the sub-sampled scene image and organised in rectangular tie-point grids. The ILM is most often only a predictor, for example estimated by polynomial (rational) functions or a search algorithm that finds the closest pixels positions for a given geographical coordinate. The latter is true for the MERIS FSG and RRG products – they provide a unique DEM-corrected geographical coordinate for each individual pixel in the image.

For the collocation of a MERIS FSG image with, for example, an SPOT VGT-P image, the SPOT VGT-P pixel for a given MERIS FSG pixel is found by (eq. 3-1):

\[
\begin{align*}
g &= \text{ILM}_\text{MERIS FSG} (p_{\text{MERIS FSG}}) \\
p_{\text{SPOT VGT-P}} &= \text{DLM}^*_{\text{SPOT VGT-P}} (g)
\end{align*}
\]

where \( \text{DLM}^* \) is the direct location model of an orthorectifying geocoding that is a function of \( \text{ILM}_{\text{SPOT VGT-P}} \), \( \text{DLM}_{\text{SPOT VGT-P}} \) and a DEM. An implementation and documentation of such a geo-coding is available in the BEAM toolbox (as part of the orthorectification tool) [RD-93, RD-94]. Similar to AMORGOS, BEAM uses the GETASSE DEM [RD-95].

### 3.2 Calibration – MERIS calibration and smile correction

#### 3.2.1 MERIS calibration

Spectral and radiometric calibrations are key processes for all quantitative algorithms which exploit the spectral shape and magnitude. The spectral calibration of MERIS is performed by using measurements of a coloured diffuser and by a spectral matching technique using the measurements of the \( O_2A \) absorption band. The spectral calibration has been proved to be within 0.1nm accuracy. This is considered to be adequate for the generation of CCI-LC products. The radiometric accuracy is more critical. MERIS has two diffusers onboard, the first one being used regularly to monitor the radiometric response and the second one being exposed to sunlight only 3 to 4 times per year in order to monitor the ageing of the first diffuser. With this technique it was possible to derive a new degradation model of the instrument, which is applied for the third reprocessing, which is taking place in Winter 2009/Spring 2010. This reprocessing quality is required for CCI-LC. The reprocessing, however, concerns only Reduced Resolution products. In spring 2011, also the IPF (the operational processor) will be upgraded with the new degradation model and from that point onwards, also FRS products will be processed with the improved calibration. But all archived FRS products will remain at old calibration status. Hence, an algorithm was developed to correct 2nd re-processing products to 3rd reprocessing radiometric quality.

The radiometric calibration as described below is a non-linear process including several steps. The radiometric gains are the second last step before the L1b are written. However, the last step is the
straylight correction which is a non-linear process and not revertible from L1b product. The Improved Calibration is therefore only an approximation.

The valid MERIS samples are digital counts resulting from the detection and acquisition by MERIS of a bi-dimensional field of spectral radiance in front of the instrument. The objective of the radiometric processing, together with the stray light correction, is to estimate that spectral radiance. An inverse model of the MERIS processing is used for that purpose, using parameters stored in the Characterisation and Radiometric Calibration data bases and the MERIS samples themselves. The MERIS acquisition model may be described as (eq. 3-2):

\[
X_{b,k,m,f} = \text{NonLin}_{b,m}[g(T_{VEU}^f)[A_{b,k,m} + G_{b,k,m}(L_{b,k,m}^f) + S_{b,k,m}^0 + C_{b,k,m}^0] + \epsilon]
\]

where

- \( M \) is the camera (or module); \( b \) is the spectral band; \( k \) is the pixel column; \( f \) is a frame (processing unit of number of image lines)
- \( X_{b,k,m,f} \) is the MERIS raw sample
- \( \text{NonLin}_{b,m} \) is a non-linear function, representing the non-linear transformations which take place in the CCD, amplifier and A/D converter; \( \text{NonLin} \) depends on band and gain settings
- \( T_{VEU}^f \) is the temperature of the MERIS amplifiers (VEUs) at the time of frame \( f \)
- \( T_{CCD}^f \) is the temperature of the MERIS detectors (CCDs) at the time of frame \( f \)
- \( g \) and \( g_e \) are (dimensionless) temperature correction functions
- \( AL_{b,k,m} \), the "absolute radiometric gain" in counts/radiance unit; \( AL \) depends on band & gain settings
- \( L_{b,k,m,f} \), the spectral radiance distribution in front of MERIS
- \( S_{b,k,m,f} \), the smear signal, due to continuous sensing of light by MERIS
- \( C^0_{b,k,m} \), the calibrated dark signal (possibly including an on-board compensation), dependent on band and gain settings
- \( G_{b,k,m} \), a linear operator (weighted sum) representing the stray light contribution to the signal. For a given sample, some stray light is expected from all the other samples in the module, spread into the sample by specular (ghost image) or scattering processes
- \( \epsilon \) is a random process representative of the noise and measurement errors

This model is inverted during processing: The inverse of the absolute instrument gain \( AL_{b,k,m} \) is applied to the valid samples of all bands after dark and smear signal subtraction, with a compensation for the estimated temperature which is expressed as a function of time (eq. 3-3):

\[
R_{b,k,m,f} = (AL_{b,k,m}^{-1})(X_{b,k,m,f}^f - S_{b,k,m,f})[g_0 + g_1(t_f - t_{ref}) + g_2(t_f - t_{ref})^2] - C_{b,k,m,f}
\]

where \( R_{b,k,m,f} \) are the spectral radiances before the straylight correction. The CoastColour Improved calibration is assuming the final straylight corrected radiances as equal to this \( R_{b,k,m,f} \).
reprocessing radiometric gains (AL) are multiplied to R, and then the inverse of the 3rd reprocessing gains are multiplied to give an estimate of the 3rd reprocessing radiances.

3.2.2 Coherent noise equalisation

The MERIS equalization module performs a radiometric equalisation of the MERIS L1b products. It reduces detector-to-detector and camera-to-camera systematic radiometric differences and results into a diminution of the vertical stripping observed on MERIS L1b products. The MERIS swath is imaged by a CCD. The radiance at each pixel of a MERIS L1b products results from the measurements of 5 cameras spread across the swath, each one imaging a part of the swath with 740 so-called detectors in FR (corresponding to 185 mean detectors in RR). This results into 3700 detectors imaging the swath of MERIS FRS product (925 in RR). The response of each one of these detectors is calibrated during the routine operation of the instrument. Residual uncertainties in the calibration process result into detector-to-detector and camera-to-camera systematic radiometric differences. The equalisation corrects for these radiometric differences via a set of detector dependant coefficients correcting for the residual uncertainties in the calibration process. These coefficients are retrieved via a methodology described in Bouvet and Ramino, 2010, based on observations of the Antarctica plateau spread out throughout the MERIS mission lifetime.

The coefficients are different for MERIS Reduced and Full Resolution products. While the compilation of a full mission data set in reduced resolution, and subsequently the calculation of the noise equalisation coefficients, this process is not yet completed for full resolution data. Consequently the coherent noise equalisation is not included in the CoastColour Preliminary Processing [RD-151].

3.2.3 Smile correction

MERIS is measuring the reflected sun light using CCD technique. A CCD is measuring in one of its dimensions one image line, and in the other dimension the spectrally dispersed radiance for each pixel along the image line. I.e., the spectral measurements of each pixel along an image line is made by it's own set of sensors of the CCD. This causes small variations of the spectral wavelength of each pixel along the image. This is called the "smile effect".

The MERIS instrument is composed of 5 cameras, each equipped with it own CCD sensor. The variation of the wavelength per pixel is in order of 1nm from one camera to another, while they are in the order of 0.1nm within one camera.

Even though this variation is small compared to the spectral bandwidth of a band, which is typically 10nm, and can hardly be seen in an image, it can cause disturbances in processing algorithms which require very precise measurements, for example the retrieval of chlorophyll in the ocean. These disturbances can result in visual artefact ("camera borders") or reduced accuracy of the Level 2 products. Therefore, the MERIS Level 2 processor corrects the smile effect. The Level 1b product is not smile corrected, because this product shall provide the user exactly what the instrument is measuring, and that is in fact the radiance at the given wavelength of each pixel.

The smile correction consists actually of two parts: a radiance correction and a reflectance correction.
The reflectance correction consists of an estimation of the reflectance spectral slope from the measurements in two neighbouring bands, and the interpolation of the reflectance along this slope from the actual pixel wavelength to the nominal wavelength of the considered band.

It is defined in an external configuration data file, which bands will be corrected, and which bands are used for the slope estimation. The corrected reflectance is calculated according to (eq. 3-4):

$$\rho_{\text{slope}} = \frac{\rho_{\text{brr}}(b_2) - \rho_{\text{brr}}(b_0)}{\lambda_{\text{pix}}(b_2, \text{detector}(j)) - \lambda_{\text{pix}}(b_0, \text{detector}(j))}$$

$$\rho_{\text{sm-corr}}(b_1) = \rho_{\text{brr}}(b_1) + \rho_{\text{slope}}(b_1) - \lambda_{\text{pix}}(b_1, \text{detector}(j))$$

with $\rho_{\text{brr}}$ the Bottom-of-Rayleigh reflectance, $\lambda_{\text{pix}}$ the wavelength per pixel and $\rho_{\text{sm-corr}}$ the smile corrected reflectance.

### Table 3-1: Smile correction

<table>
<thead>
<tr>
<th>PARAMETER</th>
<th>DESCRIPTION</th>
<th>INTENT (IN, OUT, INOUT)</th>
<th>PHYSICAL UNIT</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho_{\text{brr}}$</td>
<td>Bottom-of-Rayleigh reflectances</td>
<td>IN</td>
<td>none</td>
</tr>
<tr>
<td>$\lambda_{\text{pix}}$</td>
<td>wavelengths per pixel</td>
<td>IN</td>
<td>nm</td>
</tr>
<tr>
<td>$\lambda_{\text{nom}}$</td>
<td>nominal wavelengths</td>
<td>IN</td>
<td>nm</td>
</tr>
<tr>
<td>$\text{detector}(j)$</td>
<td>the detector index at the pixel location of the spectra</td>
<td>IN</td>
<td>none</td>
</tr>
<tr>
<td>$b_1$</td>
<td>the band index of reflectance to be corrected</td>
<td>IN</td>
<td>none</td>
</tr>
<tr>
<td>$b_2$</td>
<td>upper band index for interpolating the slope</td>
<td>IN</td>
<td>none</td>
</tr>
<tr>
<td>$b_0$</td>
<td>lower band index for interpolating the slope</td>
<td>IN</td>
<td>none</td>
</tr>
<tr>
<td>$\rho_{\text{slope}}$</td>
<td>slope of reflectance</td>
<td>IN</td>
<td>none</td>
</tr>
<tr>
<td>$\rho_{\text{sm-corr}}$</td>
<td>smile corrected reflectance per band and pixel</td>
<td>OUT</td>
<td>none</td>
</tr>
</tbody>
</table>

### 3.3 Land water delineation and cloud screening - pixel identification

The Multi Sensor Pixel Identification approach (which is also applied in the GlobAlbedo project) classifies each pixel to be processed according to a series of pixel categories, which include cloud, clear-land, clear-water and clear-snow. Cloudy pixels are not processed in CCI-LC project, while land, water and snow pixels must be distinguished because of the particular processing steps associated to each surface type. In particular, water pixels must be separated from land surfaces even in the case of continental water bodies, as these are flagged in the final pre-processed product. Snow and snow-free surfaces will also be considered separately in the final pre-processed product.
3.3.1 Pixel identification

The term “Pixel identification” refers to a classification of a measurement made by a space borne radiometer, for the purpose of identifying properties of the measurement which are influencing further algorithmic processing steps. Most importantly is the classification of a measurement as being made over cloud, a clear sky land surface or a clear sky ocean surface. The term “pixel” is often used for such a measurement in order to express it being part of a spatially oriented collection of many measurements, which all are geo-located and which form, as a whole, an image of the earth below the satellite.

While the information if a pixel is made over water or land can be taken from a static map, provided the geo-location of the pixel is better than the size of the pixel, as a good first guess, the cloud coverage is spatially and temporally highly variable and needs to be derived from the measurement itself. After knowing whether a pixel is cloudy or clear, in the clear sky case the land-water information can be refined using the measurement. This is particularly necessary in the coastal zone where the actual land-water boundary is changing due to tides, when the pixel size is small enough to resolve this difference. Also maps are not always correct so that a radiometric refinement is advisable.

3.3.2 Background

A large portion of the earth surface is covered by clouds [RD-11]. Consequently, most earth observation images in the visible spectral domain include a significant amount of cloudy pixels. Such measurements are treated in two opposite ways: either cloud properties are retrieved, e.g. for weather forecast or climate studies [RD-12, RD-13, RD-14], or the focus of the interest is the earth surface – being it land or water – which is then masked by the cloud [RD-15]. In the latter case, the presence of the cloud needs to be identified, and the change of the surface reflectance due to the cloud has to be estimated.

An image pixel can be cloud free, totally cloudy, or partly cloudy. In the cloud free case there are no water droplets or ice crystals in the atmosphere which change the surface reflectance. In the totally cloudy case the optical thickness is so high that the portion of surface reflectance at the signal measured by the satellite is negligible. The partly cloudy case comprises all intermediate situations where the measured reflectance is a mixture of a significant portion of the surface reflectance, but modified due to the presence of a cloud. This can be either due to an optically thin cloud, or the cloud is covering only a fraction of a pixel in the field of view of the sensor [RD-16].

Cloud free and totally cloudy pixels can be identified rather easily, and most of the tests used in earth observation processing systems for cloud identification today, assign either of these two stages, and hence also partly cloudy cases have to be assigned to either of these two classes [RD-17]. For spatial high resolution instruments such a binary cloud flag is not appropriate if several different higher level processing algorithms are applied, each of which having a different robustness to partial cloudy pixel [RD-18]. Some novel algorithms therefore deliver a graduated scale, as an indicator of the extent to which a signal is influenced by the presence of clouds [RD-19, RD-20 and RD-21]. Such an indicator can be related to cloud properties, e.g. apparent cloud optical thickness, the atmospheric transmission [RD-19], or cloud features [RD-20].
Clouds have certain characteristics which can be used for their identification and characterisation [RD-15]: brightness, whiteness, cold temperature and high altitude. However, none of these characteristics is always given if a pixel is cloudy; this is the main problem of cloud identification.

Thin clouds are difficult to differentiate from bright land surfaces and clouds in the mountains can be lower than the mountain ridges around. Then other methods not based on the features given below must be used. In particular, the clouds can be also detected using the spatial and temporal variability of the reflected radiation. In addition, clouds screen the tropospheric gases. This leads to the increase in the reflection inside corresponding gaseous absorption bands (e.g. H$_2$O, CO$_2$, O$_2$) which is routinely used for the cloud top height monitoring [RD-22].

One way to detect clouds would be to work directly with optical measurements. Further, derived cloud physical properties can be used to characterise clouds and assess their impact on the retrieved signal. This includes, amongst others, cloud fraction, cloud top temperature, cloud top pressure, cloud type, cloud phase, cloud optical depths and cloud effective particle size. Such properties can be studied using the radiative transfer modelling. Extensive work in this respect over the past years can be found in the literature [RD-22, RD-23, RD-24, RD-25, RD-26 and RD-27]. They have developed the MERIS algorithms for cloud top pressure, cloud optical thickness, cloud albedo and cloud type retrieval and have translated this knowledge into a probability based cloud detection algorithm [RD-16].

Cloud detection became important with the systematic processing of the NOAA AVHRR instrument in the 1980s. Statistical histogram analysis methods were developed [RD-28]. Most common used were threshold algorithms (e.g. in [RD-29]). Large scale textures were identified using pattern recognition techniques [RD-30]. These methods worked quite well over the ocean but exposed problems in Polar Regions (separation of clouds from ice and snow) and in the tropics (low level, warm clouds). A good overview of the cloud screening techniques at the late 80s is given in [RD-31]. Improved methods are later proposed for the AVHRR and for ATSRR.

The cloud screening algorithms for the ATSRR 1 and 2 in the 1990s were mainly based on previous work for AVHRR and use spectral threshold tests [RD-32]. The thermal band at 12µm is used as main tool to identify the cold cloud surface by a threshold, supported by other thresholds on band differences and on the histogram of the radiance distribution in the image. The unique feature of two views under different angles of the same pixel and the spatial coherence of the radiance are also exploited. The cloud screening of the AATSR is basically the same with refined and additional tests due to additional bands. Recently, tests on vegetation and snow indices have been introduced [RD-32]. However, application oriented projects are not satisfied with the standard cloud screening and are proposing alternative methods, for example for the GlobCarbon processing.

The MERIS Level 2 cloud screening is a combination of 8 different tests [RD-33]. Three of those are classical threshold tests on spectral radiances or differences, and five are connected with the pressure estimates derived from the differential oxygen A-band absorption measurements. However, due to the current insufficient quality of the standard pressure products derived from the measurements, these tests are not used.

The potential of the O2A feature has been addressed recently in ESA funded projects, namely “Exploitation of the oxygen absorption band” and “MERIS AATSR Synergy”. The result of these activities has lead to an upgrade of the operational MERIS pixel classification in the third
reprocessing. Major improvement is due to including dedicated pressure algorithms for detection of the height of the scattering surface over land and ocean.

The strong water vapour absorption at 1.38µm can be used to detect the presence of high clouds, including thin cirrus under daytime viewing conditions. With sufficient atmospheric water vapour in the beam path, almost no upwelling reflected radiance from the earth’s surface reaches the satellite which is in particular handy for snow covered surfaces. However, precipitable water is often less than 1 cm over polar and in high elevation regions. The 1.38 µm reflectance threshold is set to 0.03 for MODIS [RD-34].

A big problem is the distinction between clouds and snow/ice, in particular for instruments which do not have spectral bands in the NIR and SWIR. An extensive study including the cloud screening over snow and ice has been undertaken [RD-35, RD-36, RD-37]. Snow and ice are less reflective in the NIR spectral region, and the so called normalized differentiation ice index (NDII) and the corresponding snow index (NDSI) is a good tool to differentiate clouds from snow and ice. These indices are defined as follows (eq. 3-5):

$$NDII = \frac{R(0.545\mu m) - R(1.05\mu m)}{R(0.545\mu m) + R(1.05\mu m)}, \quad NDSI = \frac{R(0.545\mu m) - R(1.64\mu m)}{R(0.545\mu m) + R(1.64\mu m)}$$

The reflectance for ice decreases with the wavelength must faster as compared to snow. Therefore, large values of NDII signify the bare ice case.

Also measurements of trace gas vertical columns (e.g., SCIAMACHY onboard ENVISAT) are disturbed by cloud presence because corresponding instruments have large fields of view to enhance the sensitivity to small gaseous concentrations. Cloud clearing algorithms are described for GOME in [RD-38], and [RD-39] reports on using MERIS to support the cloud screening for SCIAMACHY.

### 3.3.3 Methods

Cloud detection methods can be categorized in the following classes [RD-18]:

**Spectral threshold methods**

Spectral characteristics, such as temperature, brightness, whiteness or height of the scatterer are tested against a threshold value. The threshold can be parameterized by viewing geometry, location or time. Most cloud screening algorithms given in the reference list include such tests.

A special subsection of these tests concern spectral high resolution methods. Feature selection or PCA pre-processing is sometimes applied to reduce the dimensionality of the dataset [RD-40, RD-41, RD-42 and RD-43].

**Feature extraction and classification**

The spectral data space, if transformed into a feature space, can be statically or dynamically (i.e. scene dependent) separated into cloud or clear classes. This group of algorithms also includes spatial structure based algorithms. Examples are given [RD-20].
Learning algorithms

The Bayesian probability approach and general data mining techniques are employed. Cloud probability or cloudiness index values are generated after training the algorithm with simulated or measured data. Examples are given in [RD-44, RD-20] for AATSR and in [RD-19] for MERIS. A generic approach of a learning algorithm has been developed [RD-45].

Multitemporal analysis

Pixels are not always cloud covered and a time series of data is used to separate cloudy from clear cases. For example, such kind of method is applied in the Cyclopes processing [RD-47].

Multi sensor approach

In cases, where multiple sensors are on the same platform and perform simultaneous measurements, the synergetic algorithms can be used to better identify clouds. This was considered, for example, in the case of MERIS and SCIAMACHY [RD-39] and MISR and MODIS [RD-47].

As it follows from the discussion given above, the screening procedures are of great importance for successful retrievals of snow properties from space.

3.3.4 Theoretical description

The current operational detection of clouds in SPOT-VGT data relies on spectral threshold tests using the reflectance in the blue and SWIR bands [RD-48]. Different threshold combinations are used to identify cloudy and clear pixels. A pixel which does not pass either test is declared uncertain. A snow mask is calculated using spectral threshold tests on the red and MIR channels combined with 3 spectral slope tests which exploit the lower scattering of snow in MIR and SWIR bands compared with clouds. A cloud shadow is finally added based on an estimation of a potential cloud shadow and a test on the NDVI of concerned pixels.

Current MERIS cloud screening uses spectral thresholds on shortwave bands, complemented by spectral slope tests in order to recover bright land surface and snow [RD-49]. In the current reprocessing of MERIS these cloud and snow tests are significantly changed and improved (Brockmann and Santer, in preparation) by adding tests on the height of the scattering surface (based on the oxygen absorption measurements in MERIS band 11), and new tests for snow and ice detection using the MERIS Differential Snow Index (MDSI), based on the ratio of bands 13 (865nm) and 14 (885nm).

Both MERIS and AATSR cloud screening are not optimal because of missing spectral information in each of the single instrument (SWIR and TIR bands in MERIS, O2 and water vapour bands in AATRS). In the framework of the MERIS – AATSR synergy project an algorithm has been developed that combines the data from both instruments [RD-50]. A thorough analysis has been undertaken on the information content w.r.t to cloud detection in both instruments, and a set of 19 features has been identified as optimal with respect to the number of features (which should be kept low) and information content. These features include the spectral reflectances of the two instruments, and a number of band combinations. The cloud screening algorithm is a combination of feature extraction and supervised classification and spectral unmixing. The training vectors for the supervised classification have been obtained from a database of radiative transfer calculations. The results of the
algorithm are a binary cloud mask resulting from the feature tests and a cloud abundance values (between 0 and 1) from the unmixing. These two values can be used by subsequent algorithms to decide if a pixel can be processed, or a final logic is applied to conclude on the pixel status.

A critical step for the synergistic use of MERIS and AATSR is the collocation of the products. Due to the high spatial and temporal dynamic of clouds, misalignment of the two data sets would impact the cloud retrieval. Figure 3-4 shows the steps included in the pre-processing of the data of the two instruments.

Neither of the single instrument algorithms discussed in the previous section is considered of sufficient quality for the purpose of the GlobAlbedo project. The MERIS and AATSR cloud screening algorithms have been criticised on the MERIS-AATSR user workshops, and also the SPOT-VGT algorithm does not screen out sufficiently the doubtful cloudy pixels. The reason is that the global Level 2 algorithms cannot be too severe in order to permit analysis of single Level 2 products. On the contrary, for a Level 3 product such as the albedo, a clear sky conservative (i.e. severe cloud screening) approach is required. Even a small number of undetected clouds can significantly impact the final albedo product. This has been demonstrated in the MERIS GlobAlbedo and the GlobCover projects.

![Flowchart of the MERIS and AATSR synergy preprocessing module](image)

The synergistic method presented in [RD-50] is a significant improvement. It exploits optimally all features available in both instruments and combines these in a non-linear, self trained mathematical way. The comparison shown in the MERIS-AATSR-Synergy Project demonstrates the improvements compared to the standard MERIS and AATSR algorithms.

However, for the CCI-LC a synergistic use of MERIS and AATSR is not foreseen because of (1) the limitation of AATSR to the centre of the MERIS swath, thus not providing data for half of the MERIS swath and (2) the overall design of the processing architecture which does not foresee multi-sensor processing at this stage. The first point will change with Sentinel 3, and the latter point could of course be resolved if AATSR would be included.
The CCI-LC pixel classification will be a unique method, adapting the principles and mathematical implementation of several of the above approaches and features provided by the MERIS and SPOT-VGT, each treated separately.

In a first step the features will be combined in a logical order of a sequence of threshold tests, but working on and resulting in probability values between \([0 \ldots 1]\). The combination will be done by arithmetic operations, addition and multiplication. This extends the Boolean logic into a probabilistic space. If tests result in the extreme 0 and 1, the probabilistic calculations are identical with the Boolean expressions.

### 3.3.5 Practical consideration

#### 3.3.5.1 Overall principles

The CCI-LC pixel identification is a unique classification for the MERIS FR, RR and SPOT-VGT data considered (Figure 3-5). The uniqueness consists of a certain set of features, which are calculated for each instrument and probabilistic combination of these features in order to calculate a set of pixel classification attributes. The implementation how the features are calculated is instrument specific. This approach has the advantage to be easily extendable to other instruments, and it is also applied in the GlobAlbedo project, where additionally AATSR is used.

![Figure 3-5: Unified Pixel Classification Scheme](image-url)
3.3.5.2 Probabilistic arithmetic

A feature is a probabilistic quantity with a value between 0 and 1, with the following meaning:

<table>
<thead>
<tr>
<th>VALUE</th>
<th>MEANING</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>the feature is definitively not true</td>
</tr>
<tr>
<td>0.5</td>
<td>status of the feature not known</td>
</tr>
<tr>
<td>1</td>
<td>feature is definitively true</td>
</tr>
</tbody>
</table>

Features are combined by simple arithmetic averaging. Let’s assume, as an example, two features, $f_1$ and $f_2$, which do have no dependency from each other, and both being an indication that a third feature, $f_3$, is true. Then, $f_3$ is the average of $f_1$ and $f_2$: $f_3 = (f_1 + f_2)/2$

As a first example let’s assume the case where we are 100% sure that both $f_1$ and $f_2$ are true, i.e. $f_1=f_2=1.0$ then also $f_3=1.0$. Another example is when we are 100% about $f_1$, but less sure about $f_2$, let’s say $f_2=0.8$. Then the resulting probability of $f_3$ is $f_3=0.9$. When don’t know anything about $f_1$, i.e. $f_1=0.5$ but are sure that $f_2$ is false, i.e. $f_2=0$, then $f_3=0.25$, i.e. quite likely that it is false. If $f_1=0$ and $f_2=1$, i.e. a contradiction, then $f_3=0.5$, i.e. we can’t say if it is true or false.

The introduction of the probability scale $[0 … 1]$ has further the advantage that it enable decoupling of feature values from the instruments. It doesn’t matter how a physical quantity is derived because it will be mapped to the interval $[0 … 1]$. For example, the brightness feature will be calculated from top of atmosphere radiances in the case of MERIS, whereas it will be calculated from reflectances in the case of SPOT-VGT. These are different physical quantities, but they are both scaled to $[0 … 1]$.

The scaling from a physical quantity, such as radiances or temperature, to a probability value may include a non-linear mapping. This can express the (un-)certainty that we have in value ranges in the physical data space. For example, very low temperatures have a very high probability to be a cloud, whereas above a certain temperature value the probability decreases exponentially.

Not every feature can be calculated for every instrument. In such cases the feature value is constant equal to 0.5. This convention allows formulating the logical combination of features even if a feature is not available for a certain instrument, and hence the logical combination can be formulated instrument independently.
### 3.3.5.3 Features

The following features are used in the probabilistic combination, and how they are calculated for each instrument.

**Table 3-3: Feature - Pixel identification**

<table>
<thead>
<tr>
<th>FEATURE</th>
<th>EXPLANATION</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pressure</td>
<td>Indicating a high altitude from where the photons are scattered. Can be derived from measurements in gaseous absorption bands, e.g. O2A or water vapour</td>
</tr>
<tr>
<td>NDVI</td>
<td>A high vegetation index is an indication of a (semi-) transparent atmosphere</td>
</tr>
<tr>
<td>NDSI</td>
<td>The NDSI is a meaningful quantity only above bright surfaces. Then it can be used to separate snow/ice from clouds</td>
</tr>
<tr>
<td>White</td>
<td>A bright and spectrally flat signal; can be a cloud or snow/ice</td>
</tr>
<tr>
<td>Spectral Flatness</td>
<td>A spectrally flat signal; The colour can be anything from black over grey to white.</td>
</tr>
<tr>
<td>Temperature</td>
<td>Temperature of the emitting surface; clouds can be very cold</td>
</tr>
<tr>
<td>Bright</td>
<td>Brightness of the scattering surface</td>
</tr>
<tr>
<td>Glint Risk</td>
<td>The glint risk can be calculated from the observation geometry and wind speed, assuming a certain wave distribution (e.g. Cox and Munk). Glint and clouds are hardly separable and hence it is useful to identify glint risk in addition with the cloud/water classification</td>
</tr>
<tr>
<td>Radiometric Land Value</td>
<td>A classification of the surface type as land, provided that the pixel is clear and the measurement can be used to assess the surface type.</td>
</tr>
<tr>
<td>Radiometric Water Value</td>
<td>A classification of the surface type as water, provided that the pixel is clear and the measurement can be used to assess the surface type.</td>
</tr>
<tr>
<td>A priori Land Value</td>
<td>Classification of the pixel using a static background map and the geolocation of the pixel.</td>
</tr>
<tr>
<td>A priori Water Value</td>
<td>Classification of the pixel using a static background map and the geolocation of the pixel.</td>
</tr>
</tbody>
</table>

---

1 Temperature information is not available from MERIS and VGT, but it is included as a feature in the logic because the overall approach is to be sensor independent; temperature is generally a very powerful criterion for cloud detection.

2 CCI-LC requires atmospheric correction over water bodies; this implies cloud detection over water, which is problematic under sun glint conditions.
Feature Definition for MERIS

The index used in array notation below is starting with 0.

### Table 3-4: Feature Definition for MERIS

<table>
<thead>
<tr>
<th>FEATURE</th>
<th>MERIS</th>
<th>COMMENT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pressure</td>
<td>if (isLand()) { press_value = (pbaro - p1)/1000.0; } else if (isWater()) { press_value = (pbaro - pscatt)/1000.0; }</td>
<td>p1 and pscatt are apparent pressure products, defined in dedicated ATBDs from R. Santer, developed within the ESA O2 project. pbaro is the barometric pressure.</td>
</tr>
<tr>
<td>NDVI</td>
<td>value = brr[b753]-brr[b620])/(brr[b753]+brr[b620])</td>
<td>brr is the reflectance corrected for gaseous absorption and Rayleigh scattering</td>
</tr>
<tr>
<td>NDSI</td>
<td>value = brr[b865]-brr[b885]) / (brr[b865]+brr[b885])</td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>if (brightValue()&gt;BRIGHT_FOR_WHITE_THRESH) { white_value=spectralFlatnessValue(); } else { white_value = 0; }</td>
<td></td>
</tr>
</tbody>
</table>
| Spectral Flatness | slope0 = spectralSlope(refl[490], refl[412])  
slope1 = spectralSlope(refl[560], refl[620])  
slope2 = spectralSlope(refl[665], refl[753]) | spectralFlatness = 1.0f - Math.abs(1000.0 * (slope0 + slope1 + slope2) / 3.0); |
| Temperature | 0.5                                                                                        |                                                                        |
| Bright     | bright_value = brr[b442] / (6.0 * brr442Thresh)                                          | brr442Thresh is a value read from a LUT; the LUT is a theoretical maximal reflectance for a given geometry and a bright land surface. It has been calculated by R. Santer and is available from the auxiliary data of the MERIS operational processor. |
FEATURE | MERIS | COMMENT
--- | --- | ---
Glint Risk | Shall be calculated from geometry and wind speed from tie points. Not available in current IDEPIX version | currently set to FALSE
Radiometric Land Value | if { refl[753] >= refl[620] && refl[620] > refl620_Land_Thresh } radiom_land_value = 1.0 else { radiom_land_value = 0.5 } | in case of cloudy pixel: radiom_land_value = 0.5
Radiometric Water Value | if { refl[753] < refl[620] && refl[620] < refl620_Land_Thresh } radiom_water_value = 1.0 else { value = 0.5 } | in case of cloudy pixel: radiom_water_value = 0.5
A priori Land Value | if (l1FlagLand) { return 1.0f; } else { return 0.0f; } |
A priori Water Value | if (!l1FlagLand) { return 1.0f; } else { return 0.0f; } |

Feature Definition for VGT
refl[0] … reflectance in band 0 at 450nm
refl[1] … reflectance in band 2 at 645nm
refl[2] … reflectance in band 3 at 835nm
refl[3] … reflectance in band MIR at 1.6nm
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<table>
<thead>
<tr>
<th>FEATURE</th>
<th>VGT</th>
<th>COMMENT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pressure</td>
<td>0.5</td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>if (brightValue()&gt;BRIGHT_FOR_WHITE_THRESH)</td>
<td>The spectral flatness gives a high value even if the spectrum is black. In order to be an indicator for white, a minimum brightness is required.</td>
</tr>
<tr>
<td>Spectral Flatness</td>
<td>slope0 = spectralSlope(refl[0], refl[1])</td>
<td></td>
</tr>
<tr>
<td></td>
<td>slope1 = spectralSlope(refl[1], refl[2])</td>
<td></td>
</tr>
<tr>
<td></td>
<td>spectralFlatness = 1.0f - Math.abs(1000.0 * (slope0 + slope1));</td>
<td></td>
</tr>
<tr>
<td>Temperature</td>
<td>0.5</td>
<td></td>
</tr>
<tr>
<td>Bright</td>
<td>if (isLand()) {</td>
<td></td>
</tr>
<tr>
<td></td>
<td>return (refl[0] + refl[1])/2.0f;</td>
<td></td>
</tr>
<tr>
<td></td>
<td>} else if (isWater()) {</td>
<td></td>
</tr>
<tr>
<td></td>
<td>return (refl[1] + refl[2]);</td>
<td></td>
</tr>
<tr>
<td></td>
<td>} else {</td>
<td></td>
</tr>
<tr>
<td></td>
<td>return (refl[0] + refl[1])/2.0f;</td>
<td></td>
</tr>
<tr>
<td></td>
<td>}</td>
<td></td>
</tr>
<tr>
<td>Glint Risk</td>
<td>isWater() &amp;&amp; isCloud() &amp;&amp; spectralSlope(refl[0], refl[1], 450, 645) &gt; GLINT_THRESH</td>
<td></td>
</tr>
</tbody>
</table>
### 3.3.5.4 Processing logic

The following classification attributes (binary values, also named flags) are derived from the features with given logic. This logic is no longer instrument dependent.

<table>
<thead>
<tr>
<th>FEATURE</th>
<th>VGT</th>
<th>COMMENT</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>radiom_land_value = 1.0;</td>
<td></td>
</tr>
<tr>
<td></td>
<td>} else if (refl[2] &gt; REFL835_LAND_THRESH) {</td>
<td></td>
</tr>
<tr>
<td></td>
<td>radiom_land_value = 0.75f;</td>
<td></td>
</tr>
<tr>
<td></td>
<td>} else {</td>
<td></td>
</tr>
<tr>
<td></td>
<td>radiom_land_value = 0.25;</td>
<td></td>
</tr>
<tr>
<td></td>
<td>}</td>
<td></td>
</tr>
<tr>
<td></td>
<td>value=1.0;</td>
<td></td>
</tr>
<tr>
<td></td>
<td>} else {</td>
<td></td>
</tr>
<tr>
<td></td>
<td>value = 0.25;</td>
<td></td>
</tr>
<tr>
<td></td>
<td>}</td>
<td></td>
</tr>
<tr>
<td><strong>A priori Land Value</strong></td>
<td>if (smLand) {</td>
<td></td>
</tr>
<tr>
<td></td>
<td>return 1.0f;</td>
<td></td>
</tr>
<tr>
<td></td>
<td>} else {</td>
<td></td>
</tr>
<tr>
<td></td>
<td>return 0.0f;</td>
<td></td>
</tr>
<tr>
<td></td>
<td>}</td>
<td></td>
</tr>
<tr>
<td><strong>A priori Water Value</strong></td>
<td>if (!smLand) {</td>
<td></td>
</tr>
<tr>
<td></td>
<td>return 1.0f;</td>
<td></td>
</tr>
<tr>
<td></td>
<td>} else {</td>
<td></td>
</tr>
<tr>
<td></td>
<td>return 0.0f;</td>
<td></td>
</tr>
</tbody>
</table>
### Table 3-6: Processing logic

<table>
<thead>
<tr>
<th>CLASSIFICATION ATTRIBUTE</th>
<th>DEFINITION</th>
<th>COMMENT</th>
</tr>
</thead>
<tbody>
<tr>
<td>isCloud</td>
<td>return (whiteValue() + brightValue() + pressureValue() + temperatureValue() &gt; CLOUD_THRESH &amp;&amp; !isClearSnow())</td>
<td>The final binary cloud flag. A pixel is either Cloud, ClearLand or ClearWater or ClearSnow</td>
</tr>
<tr>
<td>isClearSnow</td>
<td>return (isBrightWhite() &amp;&amp; ndsiValue() &gt; NDSI_THRESH)</td>
<td>isBrightWhite is defined below</td>
</tr>
<tr>
<td>isClearLand</td>
<td>if (radiometricLandValue() != 0.5) { landValue = radiometricLandValue(); } else if (aPrioriLandValue() &gt; 0.5) { landValue = aPrioriLandValue(); } else { return false; } // this means: if we have no information about land, we return isClearLand = false return (!isCloud() &amp;&amp; landValue &gt; LAND_THRESH)</td>
<td>If a radiometric land value is available, i.e. it is not the uncertainty value of 0.5, than this is used in the subsequent test. Otherwise the a priori land value is used in the test. The test simply compares the value with a threshold. The choice of the threshold depends on the user. If he wants to be really sure he should use a value close to 1.</td>
</tr>
<tr>
<td>isClearWater</td>
<td>if (radiometricWaterValue() != 0.5) { waterValue = radiometricWaterValue(); } else if (aPrioriWaterValue() &gt; 0.5) { waterValue = aPrioriWaterValue(); } else { return false; } // this means: if we have no information about water, we return isClearWater = false return (!isCloud() &amp;&amp; waterValue &gt; WATER_THRESH);</td>
<td>same logic as for the ClearLand test</td>
</tr>
<tr>
<td>isBrightWhite</td>
<td>return (whiteValue() + brightValue() &gt; BRIGHTWHITE_THRESH)</td>
<td>A pixel that has one of the two characteristics, bright or white, has a potential to be cloudy. The stronger both features are the higher the probability.</td>
</tr>
</tbody>
</table>
### 3.3.5.5 Thresholds

The following table lists the nominal values for the scalar thresholds. It should be noted that these are subject to tuning and may change for the version used for product mass production.

**Table 3-7: Thresholds**

<table>
<thead>
<tr>
<th>THRESHOLD</th>
<th>VALUE</th>
<th>MERIS</th>
<th>VGT</th>
</tr>
</thead>
<tbody>
<tr>
<td>BRIGHTWHITE_THRESH</td>
<td>1.5</td>
<td>0.65</td>
<td></td>
</tr>
<tr>
<td>NDSI_THRESH</td>
<td>0.68</td>
<td>0.5</td>
<td></td>
</tr>
<tr>
<td>PRESSURE_THRESH</td>
<td>0.9</td>
<td>0.9</td>
<td></td>
</tr>
<tr>
<td>CLOUD_THRESH</td>
<td>1.65</td>
<td>1.65</td>
<td></td>
</tr>
<tr>
<td>UNCERTAINTY_VALUE</td>
<td>0.5</td>
<td>0.5</td>
<td></td>
</tr>
<tr>
<td>LAND_THRESH</td>
<td>0.9</td>
<td>0.9</td>
<td></td>
</tr>
<tr>
<td>WATER_THRESH</td>
<td>0.9</td>
<td>0.9</td>
<td></td>
</tr>
<tr>
<td>BRIGHT_THRESH</td>
<td>0.25</td>
<td>0.3</td>
<td></td>
</tr>
<tr>
<td>WHITE_THRESH</td>
<td>0.9</td>
<td>0.5</td>
<td></td>
</tr>
</tbody>
</table>
This is chosen based on the logic that it should be BRIGHTWHITE_THRESH + 2*0.5, when the pressureValue and temperatureValue = 0.5, i.e. uncertain.

### 3.3.5.6 Water/land mask: SWBD mask

Both classes, the a priori Land Value and the a priori Water Value are determined by a static background map as well as the geo-location of the corresponding pixel.

For refinement of the classification a new static map has been developed and the implementation is currently ongoing. ISCIENCES Water land mask mentioned in the proposal is improper because it only takes the coastline into account see Figure 3-6. Therefore SRTM SWBD map (NGA) is used as the best alternative from http://dds.cr.usgs.gov/srtm/version2_1/SWBD/ or http://eros.usgs.gov/#/Find_Data/Products_and_Data_Available/Shuttle_Radar_Topography_Mission_Water_Body_Dataset.

![Image of SWBD map](https://example.com/swbd_map.png)

**Figure 3-6: Comparison of SRTM SWBD and ISCIENCES map**
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Figure 3-7 shows the origin land/water mask (green) and the application of the new SRTM SWBD map (brown). The improvement is clearly visible.
3.3.6 Adaptation of IdePix for MERIS FRS and RR

The assessment of MERIS FR and RR SR products using the former IdePix shows that the data quality has not yet reached the expected level, mainly due to clouds. A better pixel classification w.r.t. the class “clear land” is required. Therefore new pixel identification features for the CCI-LC processing has been developed and applied.

Temporal Features

Further improvements of pixel identification are accessible by analysing their temporal characteristic. Based on this approach a temporal filter has also been applied and is described in detail in the section 3.5.4.

Spectral Features

The following new spectral features have been considered, investigated and applied:

- blue band feature;
- cloud value feature;
- clear land feature.

The blue band feature based on the Blue Band Cloud Screening of the GlobCover Project and the entire description may be found in the GlobCover Design Justification File [RD-2]. A simple blue band test has been adopted for MERIS by using the 412 nm channel. The developed cloud screening method is applied to reflectances. A first threshold for band 1 reflectances is used to detect the most brilliant dense clouds. The clear pixels are tested by a filter which performs the reflectance ratio of band11 and band10 related to the altitude of the scattering surface. An optimised threshold permits identifying thin clouds which are not detected by the first blue band test. Three states are supposed: 0=Out of Orbit, 1=Clear and 2=Cloud. The optimised cloud mask is globally coherent with the bright flag of standard MERIS products. However, a higher performance of the cloud screening over semi-transparent clouds can be observed. Large areas are not detected by the bright flag or probability algorithms. The analysis shows that the blue band algorithm is more able to detect semi transparent clouds.

The cloud value feature is predicted by two neuronal network models or to put it more succinctly, they are back-propagation neuronal networks with one input and one output layer. The NNs have been trained with a back-propagation learning algorithm by using the PixBox data whereas the training dataset was splitted w.r.t. the surface properties land and water and these two datasets have been used separately for the training. Therefore we get a so called LandNN and a WaterNN for the prediction of the cloud value. The PixBox data are described in the PVASR [AD-8]. The decision which NN will be used is only depending on the classified surface type through IdePix. Afterwards the cloud value is calculated through the NN by using the MERIS FSG respectively and RRG TOA reflectance spectrum as input. The cloud value has a range from 0 through 2. The user defined thresholds - 1.25 for the LandNN and 1.35 for the WaterNN are used for the verification of the current pixel status as clear land or clear water. If the cloud value is greater than the particular threshold then the pixel status is set to cloud. The PixBox data based only on those of the MERIS, therefore the cloud value feature is not applicable to SPOT VGT P data.
The clear land feature of pixel identification bases on the analysis of the spectral characteristic in the HSV (Hue Saturation Value) - colour space. The clear land feature is described in detail in the section 3.5.4.

### 3.3.7 Error budget estimates

The adoption of IdePix by including the new features has influenced the error estimation. Now the error cannot simply be calculated automatically by the probabilistic arithmetic. Therefore as a first guess we will introduce a measure of certainty that the inspected pixel is covered by a cloud. This measure of certainty for each pixel is calculated by counting the number of the true cloud features. So the measure of certainty for a pixel is very high, if all cloud feature has been classified this pixel as cloudy.

### 3.3.8 Assumptions and limitations

None

### 3.3.9 Improvements

#### Spatial Features

Further improvements of pixel identification are accessible if features which are not only calculated by using the radiometric characteristics of each single pixel but analysing their individual neighbourhood.

#### Spectral Features

The definition of this cloud feature based on a training sample. The elements of this training set are built on basis of visually detected clouds in the data of MERIS L1b products. With the support of training data, the following condition and definition for the cloud feature could be defined (eq. 3-6):

```latex
\text{if} \{ \text{with } \text{rad}_x \text{ is the MERIS L1b radiance of band } x \text{ (x=1-14 without 11).} \}
```
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3.3.10 Cloud shadow and cloud edge detection

A more comprehensive representation of clouds is provided by two additional pixel properties, ‘cloud edge’ and ‘cloud shadow’. These two properties are also kept in the pixel identification flag and can be considered as a kind of “postprocessing” in the cloud detection.

To detect dark cloud shadow pixels -whose spectra are polluted by the shadow- the position of the shadow will be determined by projecting the ‘cloud pixels’ onto the ground using the sun position, the pixel’s altitude on Earth, and the cloud height estimated from cloud top pressure.

Cloud edge pixels are in principle regarded as neighbour pixels of a ‘cloud’ as identified before in the pixel classification. The width of this edge (in number of pixels) can be set by the user. In brief, the algorithm to identify cloud edge pixels works as follows:

- use a 2x2 square with reference pixel in upper left
- move this square row-by-row over the given tile
- if reference pixel was not cloud, don’t do anything
- if reference pixel is cloudy:
  - if 2x2 square only has cloud pixels, then set cloud buffer of two pixels in both x and y direction of reference pixel;
  - if 2x2 square also has non-cloudy pixels, do the same but with cloud buffer of only 1.

**Figure 3-8: Cloud, cloud edges and cloud shadow**
3.4 Atmospheric correction - aerosol and spectral directional reflectance retrieval

The atmospheric correction includes the correction for the absorbing and scattering effects of atmospheric gases, in particular ozone, oxygen and water vapour, of the scattering of air molecules (Rayleigh scattering) and the correction of absorption and scattering due to aerosol particles. All components except aerosols can be rather easily corrected. Ozone can be taken from other satellites, available from met services, and oxygen and water vapour can be taken from MERIS measurements thanks to dedicated spectral bands. However, aerosols are spatially and temporally highly variable and do not have a distinct spectral absorption features, so that they cannot be measured easily from MERIS and SPOT-VGT measurements. Techniques exists to derive aerosol information from measurements where the surface signal is low (LARS technique, developed by R. Santer and implemented in the MERIS ground segment), but the areas where the surface is dark enough are sparse and spatial-temporal interpolation is necessary. Also, these derived aerosols optical properties are connected with a substantial error.

The aerosol correction is the largest contributor the error of the atmospheric correction. The challenge for CCI-LC is to minimize this error and to quantify it reliably. The method should ideally work across different instruments.

The aerosol correction typically consists of two parts: the calculation of these aerosol properties and secondly the actual correction of the reflectance (after Rayleigh and gas absorption correction). This can be a sequential process where the reflectance correction takes an aerosol optical depth and its spectral dependency as input, or a one step approach where aerosol properties and reflectance corrections are one implicit step. In the current GlobCover processing the aerosol property retrieval is done offline using the aerosol retrieved from the corresponding MERIS L2 product, as well as monthly and yearly aerosol climatology derived from MERIS, and finally climatological background values. This gives a gap free product, which is important for the correction step. Although it has been demonstrated that this approach is by far advantageous compared to any other source for aerosols available at the time of development, the results were far from being perfect. It seems obvious that the quality needs to be improved to meet GCOS requirements.

A new approach for retrieval of aerosol properties for MERIS and AATSR has been developed throughout recent years by the University Swansea for the GlobAlbedo project. It is based on an inverse modelling approach, working on a larger area of 8 x 8km to estimate the aerosol properties, which is then used to correct each single pixel. This method provides significantly more aerosol retrievals than the LARS method, which is the baseline for the GlobCover aerosols. Also the quality of the retrieved aerosols has been proven to be good. This method has proven its strength with AATSR data and also with MERIS and AATSR in synergistic mode. It has further been applied successfully to Chris/Proba, and it works also well with MERIS data alone.

This new atmospheric correction is fully documented and prototyped, but still in a stage of validation and fine tuning. The involved researchers and developers of the GlobAlbedo project prefer reviewing it with respect to the terms of robustness of the retrievals.
3.4.1 Aerosol retrieval

The aerosol retrieval developed under the GlobAlbedo project for Surface Directional Reflectance (SDR) estimation; this is fully discussed in [RD-53, RD-54] and here we give a brief summary of points relevant to aerosol estimation. The iterative retrieval of atmospheric aerosol requires a fast approximation of atmospheric radiative transfer, to relate TOA to surface reflectance for varying aerosol loading.

To retrieve estimates of aerosol properties from measured satellite radiances, we need to solve the inverse problem to separate the atmospheric and surface scattering contributions to the observed signal. This normally requires some assumptions to be made on the land surface brightness. Within the proposed framework, these assumptions are expressed as constraints defined by error of fit to a parameterized model describing the surface angular or spectral reflectance. For the single view instruments we apply constraints based on the dark object method (DOM).

The aerosol retrieval includes the calculation of the aerosol optical depth (AOD). Estimates of aerosol extinction are needed for the conversion from top-of-atmosphere measurements to surface reflectance. Aerosol optical depth and aerosol model plus an estimate of the uncertainty in AOD are derived by the Aerosol Retrieval processor from every data set to be processed. It must be noted that AOD and aerosol model are assumed to sufficiently account for the variability in the atmospheric conditions to calculate these terms, while water vapour and ozone column contents are needed in addition to aerosol parameters in order to retrieve the most accurate Lambertian equivalent reflectance. All other atmospheric constituents are just set to climatology values in the algorithm. This selection is justified by the relatively higher impact of aerosol extinction in the spectral channels of MERIS and SPOT-VGT instruments, particularly in the visible.

The problem of surface reflectance and aerosol retrieval can essentially be formulated as one of multivariate optimisation subject to multiple constraints:

- Given a set of satellite TOA reflectance and an initial guess of atmospheric profile, the corresponding set of surface reflectance is estimated

- Application of the observed set to the estimated set of reflectance results in an error metric, where a lower value of the metric corresponds to a set of surface reflectance (and hence atmospheric profile) that is more realistic

These two steps are repeated with refined atmospheric profiles until convergence at an optimal solution. Given a certain aerosol model, the logical flow of the pixel-wise retrieval of aerosol properties is illustrated in Figure 3-10. It consists of the following steps:

- Atmospheric correction of averaged TOA radiance using an estimate of aerosol optical thickness. The resulting estimate of surface reflectance for each input channel is calculated by means of lookup tables. Besides the aerosol optical depth the atmospheric correction depends on the aerosol model, viewing and illumination geometry, surface pressure, and ozone content

- Error metric calculation

- Optimisation of the estimated aerosol optical thickness by means of minimisation of the error metric as implicit function of aerosol optical thickness.
The implicit dependency of aerosol optical thickness is given by the surface reflectance estimated in Step 1.

The algorithm components are therefore (i) design of an efficient and accurate scheme for deriving surface reflectance for known atmospheric profile, and (ii) formulation of constraints on the land surface reflectance suitable spectral sampling of the instruments used (SPOT-VGT and MERIS). The method is applied to estimate aerosol at a more coarse spatial resolution (8x8 km) than the underlying surface reflectance, and a subsequent interpolation step is used to obtain per-pixel values.

Figure 3-9: Scheme of process, graphic adopted from [RD-53]
3.4.2 Atmospheric correction

The purpose of this paragraph is to provide an overview of the theoretical background of the SDR retrieval, developed by the Institute for Space Sciences, Free University of Berlin, fully documented in [RD-2] and an improved version documented in [RD-54].

The atmospheric correction scheme is designed for the MERIS Level2 data above land surfaces and is based on inverse modelling of radiative transfer simulations by using artificial neural network (ANN) techniques. The inverse model consists of a Multi-Layer-Perceptron with one hidden layer trained by the back-propagation algorithm [RD-59]. Figure 3-11 illustrates the flowchart of the aerosol correction scheme, which is divided into two main parts: development and operation of the algorithm. The development of the algorithm is sub-divided further into the sections for forward and inverse modelling.
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As forward model we used the established radiative transfer code MOMO based on the Matrix-Operator-Method [RD-57, RD-58], to simulate a database, describing the functional relationship between the surface reflectance and the MERIS Level2 signal at TOA depending on the atmospheric properties and the surface reflectance. The simulated data is then used to adapt the inverse model. The inverse model consists of a Multi-Layer-Perceptron with one hidden layer trained by the backpropagation algorithm [RD-59] on a stochastic selected and preprocessed subset of the complete database. The proposed aerosol correction scheme derives the SDR at the Bottom-Of-Atmosphere (BOA) from the cloud screened TOA MERIS Level2 reflectance subsequently for each MERIS band on a pixel-by-pixel basis. To correct the influence of the aerosols the algorithm requires additional input information like aerosol optical thickness (AOT) at two wavelengths and the associated Angstroem coefficient. In the operational mode these data will be taken from MODIS measurements or from an external database or from the aerosol retrieval. Moreover, the algorithm gives an error estimate of the derived reflectances when introducing the typical uncertainty of the MODIS aerosol retrieval to the ANN input.

The improved version of the SDR retrieval, fully documented in [RD-54], should fulfil some requirements

- It must be capable of deriving SDR products from top-of-atmosphere radiance data measured by MERIS and SPOT-VGT.
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- SDR products must include a reliable tracking of uncertainties within the entire processing including error covariances between the different spectral ranges.

The algorithm is designed to produce SDR (including uncertainties) from TOA radiance data. The algorithm requires inputs from the pixel classification and aerosol retrieval.

The apparent spectral directional reflectance $R^{*}_{\lambda}$ in the waveband $\lambda$ of the coupled surface-atmosphere system is related to the radiance $L_{\lambda}$ measured by a satellite at the TOA by (eq. 3-7):

$$R^{*}_{\lambda}(\Omega_v, \Omega_s) = \frac{\pi L_{\lambda}(\Omega_v, \Omega_s)}{\mu_s E_{s,\lambda}}$$

where $E_{s,\lambda}$ is the extraterrestrial irradiance at the time of the measurement. The view and solar vectors are denoted by $\Omega_v$ and $\Omega_s$ respectively, while $\mu_s$ and $\mu_v$ denotes cosines of solar and view zenith.

A uniform, Lambertian surface is normally assumed as a basis for the modelling of the atmosphere-surface radiative transfer for operational atmospheric correction algorithms of single-view instruments. Under that assumption, the relationship between top of atmosphere reflectance $R^*$ and the surface directional reflectance $R_{\lambda}$ can be approximated by the equation (eq. 3-8):

$$R_{\lambda}(\Omega_v, \Omega_s) = R_{atm,\lambda}(\Omega_v, \Omega_s) + \gamma_{\lambda}(-\mu_s)\gamma_{\lambda}(\mu_v) \frac{R^*_\lambda}{1 - \rho_{\lambda} R^*_\lambda}$$

Where $R_{atm}$ means the atmospheric scattering term (TOA reflectance for zero surface reflectance), $\gamma_{\lambda}$ denotes atmospheric transmission for either sensor to ground or ground to sensor for waveband $\lambda$, and $s$ denotes atmospheric bi-hemispherical albedo with respect to the surface. The view and solar vectors are denoted by $\Omega_v$ and $\Omega_s$ respectively, while $\mu_s$ and $\mu_v$ denotes cosines of solar and view zenith.

Spectral directional reflectance $R$ is derived from TOA reflectance by means of the analytical inversion of eq. 3-8, and the corresponding equation is (eq. 3-9):

$$R_{\lambda}(\Omega_v, \Omega_s) = \frac{R^*_\lambda(\Omega_v, \Omega_s) - R_{atm,\lambda}(\Omega_v, \Omega_s)}{\gamma_{\lambda}(-\mu_s)\gamma_{\lambda}(\mu_v) + \rho_{\lambda} R^*_\lambda - R_{atm,\lambda}(\Omega_v, \Omega_s)}$$

As discussed in [RD-60], the Lambertian equivalent reflectance $R_{\lambda}$ derived from eq. 3-9, which is taken as SDR in the GlobAlbedo processing chain, represents a smoothed version of the surface BRDF, with errors up to 15% for turbid atmospheres ([RD-61] - see Figure 3-12).

$R^*$ is calculated from TOA radiance with Eq. 3-7 and first corrected from gaseous absorption with a look-up table for a set of input AMF, CWV and OZO. AMF and CWV are considered pixel-wise, while a mean value representative of the imaged area is used for OZO. The atmospheric parameters $R_{atm,\lambda}$, $\gamma_{\lambda}$ and $\rho_{\lambda}$ are provided by a look-up table per pixel, being the input VZA, SZA, RAA, ELEV and AOD550 also provided on a per-pixel basis. No correction of adjacency effects [RD-62, RD-63] has been found to be necessary.

The look-up tables intended for aerosol and SDR retrieval and for error propagation have been compiled with the MOMO radiative transfer code [RD-57, RD-58]. MOMO is a well introduced and
widely accepted radiative transfer code which provides all the features required for atmospheric radiative transfer simulations in CCI-LC project. The look-up tables intended for gas correction and also for error propagation are calculated with the 6S (Second Simulation of the Satellite Signal in the Solar Spectrum) radiative transfer code [RD-64, RD-65]. This code is intended for fast radiative transfer calculations at a relatively coarse internal spectral sampling of 2.5 nm.

Tracking of uncertainties is one of the specific requirements for the CCI-LC processing. The purpose in this part of the processing is to generate a reliable estimation of the errors in the SDR products including the error covariance between the different spectral ranges. Different error sources are considered: instrumental noise, atmosphere and directional reflectances effects.

3.4.3 Atmospheric correction of SPOT-VGT S1 products

The atmospheric corrections are based on the use of the SMAC software developed by the Center for the Study of the Biosphere from Space (CESBIO) [RD-66], which is a simplified implementation of the 6S method [RD-64, RD-65, RD-67]. The SMAC software has been tuned for the SPOT-VGT spectral bands. The physical data used as input of SMAC are the following:

- The water vapour data are global short term forecasts, downloaded 4 times/day from Meteo-France. The elementary data cell corresponds to 1.5° x 1.5° in longitude and latitude. A geometrical interpolation is performed to obtain 8/112° x 8/112° cells, and a temporal interpolation is performed between the two nearest measures, taking into account the viewing time.
- A climatology of ozone obtained from the CESBIO
- A simple static models for aerosols obtained from the CESBIO
- A 8/112° resolution DEM for atmospheric pressure estimation

The atmospheric parameters (optical thickness) are calculated on 8km x 8km cells, then interpolated for every pixel, and used for the final reflectance calculation [RD-68].

Figure 3-12: Estimation of the relative error in reflectance retrieval caused by the assumption of a Lambertian surface [RD-61] after resampling to the GlobAlbedo AOD550 grid and the spectral response (from [RD-54])
### 3.5 L3-Processing: projection and compositing

The processing steps to retrieve the final Level 3 products from an input set of single satellite observations (i.e., SDR and pixel classification data as derived in the previous sections) are (i) the reprojection of the input products onto a Plate Carrée grid, (ii) the aggregation of the single satellite observations for given binning cells (tiles), and (iii) the mosaicing of the binning cells to a (usually global) Level 3 product with the aggregation results. This processing flow is illustrated in Figure 3-13. The Level 3 product will in return serve as input for the classification algorithms to derive a final landcover map [AD-8].

#### 3.5.1 Plate-Carrée projection

The plate carrée projection or geographic projection or equirectangular projection, is a very simple map projection that has been in use since the earliest days of spherical cartography. The name is from the French for "flat and square". It is a special case of the equidistant cylindrical projection in which the horizontal coordinate is the longitude and the vertical coordinate is the latitude.

The spherical earth can only be mapped onto a developable surface by allowing distortion, so certain geometric properties on the sphere are not preserved. The Platte Carrée projection is a cylindrical projection but unlike the Mercator projection, the entire sphere, including the poles can be represented on a finite sized map. The projection is not a conformal map so angles are not preserved.

Because of the distortions introduced by this projection, it has little use in navigation or cadastral mapping and finds its main use in thematic mapping. It has also become a de-facto standard for computer applications that process global maps, such as Celestia, because a given co-ordinate is very easily identifiable in an image file.

The following equations describe the mapping of geographic coordinates in terms of latitude \( \varphi \) and longitude \( \lambda \) onto the \( x \) and \( y \) coordinates of a point on the map. From its latitude \( \varphi_0 \) and longitude \( \lambda_0 \) (with \( \varphi_0 \) and \( \lambda_0 \) being the latitude and longitude in the centre of map) and \( k \) being an appropriate scale factor at the equator (eq. 3-10):

\[
x = k(\lambda - \lambda_0)
\]

\[
y = k(\varphi - \varphi_0)
\]

For the CCI-LC products, the geoid WGS84 is used.
Figure 3-13: Overall logical flow of the CCI-LC L3 processing as final step of the pre-processing part (from [AD-8])
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3.5.2 Resampling

If a product is projected it comes up that the pixel centres of the target product generally not correspond to the centres of the pixels of the input product. Resampling entitles the process of determination and interpolation of pixels in the source product for computation of the pixel values in the target product. The effects of resampling will especially be visible if the pixels in the target product are larger than the source pixels. Three different resampling methods for this computation are described here.

3.5.2.1 Nearest neighbour

Every pixel value in the output product is set to the nearest input pixel value.

Table 3-8: Advantages and disadvantages of the nearest neighbour

<table>
<thead>
<tr>
<th>PROS</th>
<th>CONS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Very simple, fast</td>
<td>Some pixels get lost and others are duplicated</td>
</tr>
<tr>
<td>No new values are calculated by interpolation</td>
<td>Loss of sharpness</td>
</tr>
<tr>
<td>Fast, compared to Cubic Convolution resampling</td>
<td></td>
</tr>
</tbody>
</table>

Figure 3-14 demonstrates the calculation of the new pixel value.

3.5.2.2 Bi-linear interpolation

Calculation of the new pixel value is performed by the weight of the four surrounding pixels.

Table 3-9: Advantages and disadvantages of the bilinear interpolation

<table>
<thead>
<tr>
<th>PROS</th>
<th>CONS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Extremas are balanced</td>
<td>Less contrast compared to Nearest Neighbour</td>
</tr>
<tr>
<td>Image losses sharpness compared to Nearest Neighbour</td>
<td>New values are calculated which are not present in the input product</td>
</tr>
</tbody>
</table>

Figure 3-15 demonstrates the calculation of the new pixel value.
The bilinear interpolation is performed by the following equation (eq. 3-11):

\[ P'(x, y) = P(1,1) \cdot (1 - d) \cdot (1 - d') + P(1,2) \cdot d \cdot (1 - d') + P(2,1) \cdot d' \cdot (1 - d) + P(2,2) \cdot d \cdot d' \]

### 3.5.2.3 Cubic convolution

Calculation of the new pixel value is performed by weighting the 16 surrounding pixels.

**Table 3-10: Advantages and disadvantages of the cubic convolution**

<table>
<thead>
<tr>
<th>PROS</th>
<th>CONS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Extremas are balanced</td>
<td>Less contrast compared to Nearest Neighbour</td>
</tr>
<tr>
<td>Image is sharper compared to Bi-linear Interpolation</td>
<td>New values are calculated which are not present in the input product</td>
</tr>
<tr>
<td></td>
<td>Slow, compared to Nearest Neighbour resampling</td>
</tr>
</tbody>
</table>

Figure 3-16 demonstrates the calculation of the new pixel value.
The cubic interpolation is performed by the following equation (eq. 3-12):

\[
P'(k) = P(k,1) \cdot \left( 4 - 8(1 + d) + 5(1 - d^2) - (1 + d)^3 \right) + \\
P(k,2) \cdot (1 - 2d^2 + d^3) + \\
P(k,3) \cdot (1 - 2(1 - d)^2 + (1 - d)^3) + \\
P(k,4) \cdot (4 - 8(2 - d) + 5(2 - d)^2 - (2 - d)^3)
\]

In the first step the average value for each line is calculated, afterwards the new pixel value is calculated with the four new average values \(P'(1) - P'(4)\) similar to the preceding calculation.

### 3.5.2.4 Visual comparison of the resampling methods

#### Nearest Neighbour

Each output cell value in the nearest neighbour method is the unmodified value from the closest input cell. Less computation is involved than in other methods, leading to a speed advantage for large input raster files. Preservation of the original cell values can also be an advantage if the resampled raster will be used in later quantitative analysis, such as automatic classification. However, nearest neighbour resampling can cause feature edges to be offset by distances up to half of the input cell size. If the raster is resampled to a different cell size, a blocky appearance can result from the duplication (smaller output cell size) or dropping (large cell size) of input cell values.

#### Bilinear Interpolation

An output cell value in the bilinear interpolation method is the weighted average of the four closest input cell values, with weighting factors determined by the linear distance between output and input cells. This method produces a smoother appearance than the nearest neighbour approach, but it can diminish the contrast and sharpness of feature edges. It works best when resampling to a smaller output cell size.

#### Cubic Convolution

The cubic convolution method calculates an output cell value from a 4 X 4 block of surrounding input cells. The output value is a distance-weighted average, but the weight values vary as a nonlinear
function of distance. This method produces sharper, less blurry images than bilinear interpolation, but it is the most computationally intensive resampling method. It is the preferred method when resampling to a larger output cell size.

However, the nearest neighbour method has been selected as resampling method for the projection caused by its preservation of the original physical values.

### 3.5.3 Temporal sample aggregation

Basically, the temporal sample aggregation is, for a given pixel in a given aggregation grid cell (a spatial tile), an integration over all input data, providing aggregated values of SDR and SDR uncertainties, the number of counts from all observations for each possible status, and a final status flag derived from a scheme which analyses these number of counts. Finally, SDR and SDR uncertainties are normalized by the number of occurrences of the “final status” for the given pixel. Table 3-11 summarizes the types of final status flag [AD-8].

<table>
<thead>
<tr>
<th>FLAG NAME</th>
<th>DESCRIPTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>CURRENT PIXEL STATE</td>
<td>final pixel classification after aggregation (one of the following flags)</td>
</tr>
<tr>
<td>CLEAR LAND</td>
<td>pixel was classified as land</td>
</tr>
<tr>
<td>CLEAR WATER</td>
<td>pixel was classified as water</td>
</tr>
<tr>
<td>CLEAR SNOW ICE</td>
<td>pixel was classified as cloudy</td>
</tr>
<tr>
<td>CLOUD</td>
<td>pixel was classified as cloud or pixel was classified as ‘temporal’ cloud (a posteriori cloud check within the aggregation scheme)</td>
</tr>
<tr>
<td>CLOUD_SHADOW</td>
<td>pixel was classified as cloud shadow</td>
</tr>
<tr>
<td>INVALID</td>
<td>pixel was classified as invalid or cosmetic</td>
</tr>
</tbody>
</table>

The temporal sample aggregation sums up all measurements to the intermediate variables and saved different status counts for a pixel [RD-94]. The 7-day compositing period is adapted on a fixed basis: every January 1st as starting point and a continuous 7-day intervals for each year has been proposed. The last composite of each year and the last February composite of a leap year include 8 days instead of 7 days.

Figure 3-18 and the following pseudo-code (eq. 3-13) describe and illustrate the temporal sample aggregation [AD-8].
pixel classification status after aggregation (X=LAND, CLOUD etc.)

\[
\text{STATUS}_X
\]

surface reflectances for \( N \lambda \) wavelengths of given sensor

for \( j=1 \ldots N \lambda \) and \( N_{\text{obs}}=N_{\text{obs}},\text{STATUS}_X \)

\[
S_{agg}(j,i) = \frac{1}{N_{\text{obs}}(i)} \sum_{m=1}^{N_{\text{obs}}(i)} SDR_j(i,m)
\]

NDVI

for \( N_{\text{obs}}=N_{\text{obs}},\text{STATUS}_X \)

\[
S_{agg}(N \lambda + 1,i) := \overline{\text{NDVI}}(i) = \frac{1}{N_{\text{obs}}(i)} \sum_{m=1}^{N_{\text{obs}}(i)} \text{NDVI}(i,m)
\]

error in surface reflectances for \( N \lambda \) wavelengths of given sensor

for \( j=N \lambda + 2 \ldots 2N \lambda + 2 \) and \( N_{\text{obs}}=N_{\text{obs}},\text{STATUS}_X \)

\[
S_{agg}(j,i) = \overline{\Delta SDR}(i) = \frac{1}{N_{\text{obs}}(i)} \sum_{m=1}^{N_{\text{obs}}(i)} \Delta SDR(j,i,m)
\]

Figure 3-18: Logical flow of the pixel classification after aggregation. \( NX \) (with \( \text{STATUS}_X \) from Table 3-11) represents the number of single observations of a pixel \( Pi \) with status \( X \), the green boxes show the final.
3.5.4 Clear land filtering

3.5.4.1 Clear land feature of IdePix

An important step before or in the compositing algorithm is the application of the clear land feature, which was developed to deal with a significant amount of residual clouds and haze not detected by the other IdePix features and which are thus present in the L2 products. The clear land feature is applied to all pixels classified as “clear land” by IdePix. The steps of this clear land pixel filter applied to each pixel of the SDR image can be summarized as follow:

- Conversion from RGB to HSV
- Retrieving of probability of land and cloud based on prior probability densities of each class
- Applying of threshold to a combination of the retrieved probability of land and cloud

This algorithm is based on surface reflectance values (i.e. on the final L2 products, just before the re-projection and compositing steps).

To convert from RGB to HSV, the values of H (hue), S (saturation) and V (value) could be computed from the values of R (red), G (green) and B (blue) for each pixel by applying the following equations (eq. 3-14):

\[
V = \text{MAX}(R, G, B)
\]

\[
S = \begin{cases} 
0 & \text{if } R = G = B = 0 \\
\frac{\text{MAX}(R, G, B) - \text{MIN}(R, G, B)}{\text{MAX}(R, G, B)} & \text{otherwise} 
\end{cases}
\]

\[
H = \begin{cases} 
0^\circ & \text{if } R = G = B \\
60^\circ \cdot \left(0 + \frac{G - B}{\text{MAX}(R, G, B) - \text{MIN}(R, G, B)}\right) & \text{if } \text{MAX}(R, G, B) = R \\
60^\circ \cdot \left(2 + \frac{B - R}{\text{MAX}(R, G, B) - \text{MIN}(R, G, B)}\right) & \text{if } \text{MAX}(R, G, B) = G \\
60^\circ \cdot \left(4 + \frac{R - G}{\text{MAX}(R, G, B) - \text{MIN}(R, G, B)}\right) & \text{if } \text{MAX}(R, G, B) = B \\
0 < H \text{ then } H = H + 360^\circ & \text{if } H < 0^\circ \end{cases}
\]

The clear land filter uses the following bands coding the false colour RGB.

R = SDR of MERIS band 7
G = SDR of MERIS band 14
B = SDR of MERIS band 3

The computed values of hue, saturation and value of each pixel allows determining the probability of cloud, town and land on each pixel. The value of the probabilities is determined for this purpose by the prior probability density. This prior probability density can be derived from manually classified cloud, town and land pixel in satellite images. Here different MERIS FR L2 SDR pre-processing
products has been used. The Figure 3-19 shows the exemplified prior probability density for cloud, town and land.

Figure 3-19: Exemplified prior probability density for cloud, town and land derived from MERIS FR L2- SDR pre-processing products
Based on the probability of clear land (land+ town) and cloud pixel, the final status for each pixel has been defined by the following conditions (eq. 3-15):

\[
\begin{align*}
\text{p}_{\text{cloud}} = \text{NaN} \quad \text{and} \quad \text{p}_{\text{land}} = \text{NaN} \quad \text{and} \quad \text{p}_{\text{town}} = \text{NaN} \Rightarrow \text{Status}_{\text{final}} = \text{cloud} \\
\text{p}_{\text{cloud}} = \text{NaN} \quad \text{and} \quad \text{p}_{\text{land}} = \text{NaN} \quad \text{or} \quad \text{p}_{\text{town}} = \text{NaN} \Rightarrow \text{Status}_{\text{final}} = \text{land} \\
\text{p}_{\text{cloud}} \neq \text{NaN} \quad \text{and} \quad \text{p}_{\text{land}} = \text{NaN} \quad \text{and} \quad \text{p}_{\text{town}} = \text{NaN} \Rightarrow \text{Status}_{\text{final}} = \text{cloud} \\
\text{p}_{\text{cloud}} = \text{NaN} \quad \text{and} \quad \text{p}_{\text{land}} = \text{NaN} \quad \text{and} \quad \text{p}_{\text{town}} = \text{NaN} \Rightarrow \text{Status}_{\text{final}} = \{ \text{land} \quad \text{if} \quad \text{p}_{\text{cloud}} < \text{p}_{\text{land}} \\
\text{cloud} \quad \text{if} \quad \text{p}_{\text{cloud}} \geq \text{p}_{\text{land}} \\
\text{cloud} \quad \text{if} \quad \text{p}_{\text{cloud}} < \text{p}_{\text{town}} \\
\text{cloud} \quad \text{if} \quad \text{p}_{\text{cloud}} \geq \text{p}_{\text{town}} \\
\text{land} \quad \text{otherwise} \\
\end{align*}
\]

The combination of the other IdePix feature and clear land feature leads to a balancing of their strengths and weaknesses. Although it does not completely solve the problem of remaining clouds, it allows significant improvement of the quality of the detection of clouds.

### 3.5.4.2 Temporal filtering

An important step in the compositing algorithm is the temporal pixel classification, which was developed to deal with a significant amount of residual clouds and haze not detected by IdePix and the clear land filter and which are thus present in the L2 products. The temporal pixel classification amounts to a temporal filtering. It is applied to all pixels classified as “clear land” by IdePix and consists in computing the mean \( \mu \) and standard deviation \( \sigma \) of the MERIS band 8 \( \rho_8 \) over a certain time interval. This time interval does not only consist of the compositing period but has been extended by 10 days before and after the compositing period, thus corresponding to 27 days for the compositing periods of 7. Such enlargement was found to be necessary to ensure statistic values (\( \mu \) and \( \sigma \)) computed based on a sufficient amount of data. Based on these \( \mu \) and \( \sigma \) values, the three following thresholds \( \tau_1 \), \( \tau_2 \) and \( \tau_3 \) have been defined (eq. 3-16):

\[
\begin{align*}
\tau_1 &= \sigma / \mu \\
\tau_2 &= \mu + \sigma \\
\tau_3 &= 1.35 \mu \\
\end{align*}
\]

The threshold \( \tau_3 \) has been inferred from investigations about BRDF achieved in this project, in which a "variability" of the SDR measurements between 5 to 31% was found. The threshold value was defined using the maximum variability (i.e. 31%) plus an additional safety factor.

A pixel is flagged as cloud (i.e. not clear land) if it satisfies the following conditions (eq. 3-17)

\[
\begin{align*}
\tau_1 > 0.2 \\
\rho_8 > \text{Min}(\tau_2; \tau_3) \\
\end{align*}
\]
Accordingly, the number of clear land of observation in the L3 products are a combined function of the composite period but also of the temporal filter efficiency. The temporal filter efficiency depends on three main factors: (i) the length of the filter interval, (ii) the quality of IdePix results and (iii) the pixels seasonality.

With regard to the length of the filter interval (first factor), it is related to the statistic values computation: a longer filter interval will allow more robust mean and standard deviation values (\(\mu\) and \(\sigma\)) and hence, a higher efficiency of the filter. The IdePix performance (second factor) is also important since it will influence the proportions of correct and misclassified clear land pixels in the set of clear land pixels to reclassify through the temporal filter. If the fraction of misclassified clear land pixel is high, the corresponding SDRs lead to an increasing of the standard deviation of the calculated threshold respective and prevent an effective filtering. Finally, the pixels seasonality (third factor) also plays a role in decreasing the robustness of the mean value (\(\mu\)).

The Figure 3-20 shows the dependence of temporal filtering on the distribution of the SDRs for 3 possible cases:

- **ideal case**: a lot of correct classified clear land pixels and only a few misclassified pixels leads to the following result after applying the temporal filter: only correct classified clear land pixels exist;
- **seasonal case**: only correct classified clear land pixels, but with a seasonal characteristic leads to the following result after applying the temporal filter: a lot of correct classified clear land pixels are reclassified as cloud;
- **worst case**: a lot of misclassified clear land pixels and only a few correct classified pixel leads to the following result after applying the temporal filter: a lot of misclassified clear land pixels still remain.
Figure 3-20: Efficiency of temporal filtering depends on the quality of the classification by IdePix and seasonal variability of the surface.
3.5.5 Generation of mosaics

As final step, all grid cells (tiles) which were part of one or more input products for the aggregation and which were processed as described above are merged into a single Level 3 result product. Usually, this product shall be a global mosaic. The Table 3-12 summarizes the bands, which will be included in the final L3 MERIS pre-processing products [AD-8].

Table 3-12: Variables used in Level 3 mosaicing.

<table>
<thead>
<tr>
<th>PARAMETER</th>
<th>DESCRIPTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>SR of band x; x=1 ... 10,12 ... 14</td>
<td>surface reflectance of band x; x=1 ... 10,12 ... 14 for MERIS</td>
</tr>
<tr>
<td>εSR of band x; x=1 ... 10,12 ... 14</td>
<td>uncertainties of the surface reflectance of band x; x=1 ... 10,12 ... 14 for MERIS</td>
</tr>
<tr>
<td>Ndvi</td>
<td>NDVI</td>
</tr>
<tr>
<td>Status</td>
<td>current pixel status classified by IdePix, clear land filter and temporal filter</td>
</tr>
<tr>
<td>Status_counts of status y; y=land, snow/ice, water, cloud, etc.</td>
<td>number of observation over pixel covered by clear land clear snow/ice clear water cloud cloud shadow</td>
</tr>
</tbody>
</table>

3.6 BRDF - Correction - averaging of the surface directional reflectances

To produce MERIS composited images corrected for angular effects (so called L3A), the base line is to start from the atmospherically corrected daily images and through an appropriate compositing technique, at the same time actually produce composited images at various time steps, and correct the reflectances for sun and view directions. The temporal frequency of these composites is variable according to various needs. The classification module needs "fundamental" composites which could be averaged over dedicated periods according to each equal reasoning area.

Three methods were implemented, tested and intercompared during the GlobCover project: the BISE method [RD-71], the Mean Compositing algorithm [RD-72] and an algorithm developed by [RD-73]. These methods and the results and conclusions of the analysis (which are still applicable), are summarized below in the section.

In addition, during the Round Robin phase of the CCI-LC project, a further investigation is planned to test a fourth method [RD-74]. This method is presented in the section 3.6.1.4 and its performance will be pointed out in the Product Validation and Algorithm Selection Report of the CCI-LC project.
3.6.1 GlobCover experience

3.6.1.1 Method 1: BISE algorithm

A widely used technique is that of the Best Index Slope Extraction (BISE) [RD-71]. It has been used for the generation of LASUR (LAnd SURface Reflectance) data set [RD-75] that includes top of atmosphere and « surface » (atmospherically corrected) reflectances, temperatures and NDVI, viewing and sun angles, plus a channel (flag channel) at 1/7° x 1/7° and 1° x 1° spatial resolution. The BISE algorithm is therefore well suited for residual noise removal on NDVI temporal series. But the need here is to produce noise free reflectance time series, in addition to NDVI time series. The noise associated with reflectance time series has therefore to be carefully assessed with this method.

From the first date of the NDVI time series, for a given pixel, the BISE algorithm searches forward and considers the succeeding point if it is of higher value than the preceding point. When the NDVI value decreases from one day to the next, this decrease is accepted only if there is no point ahead in a pre-defined period of time (called a sliding period, typically 30 days) with a value greater than a percentage threshold of the difference between the two days in consideration. If such a high value is encountered it is selected and the low point is ignored. The original threshold (20%) has been empirically determined for West African conditions.

The drawback of such method lies in the fact that the first point of the series can be kept even if it is cloudy. We have therefore used a slightly modified version allowing reducing the errors generated at the beginning of the cycle. In this version (Figure 3-21), the date of the maximum NDVI value is firstly searched. From this date, the temporal profile is divided in two parts: one corresponding to the growing vegetation phase and another corresponding to the senescence phase.

For each part, BISE scans the points searching if the previous point is greater than the current point. To do that, the slope between two successive points is processed. If this slope is lower than a predefined percentage (20%) then the points are kept. Moreover, some irregularities may still be present (considered as errors) in the shape of the NDVI profile. To detect at best these errors, it is supposed than in each sliding window, the difference between two kept points do not exceed a threshold following the relationship [NDVI (t) – NDVI (t+ti)]/NDVI (t) < 0.15. Following the Figure 3-21, the low NDVI value (shown by the red triangle) is not kept. Therefore, the smaller the sliding window is the larger the number of kept points is.
3.6.1.2 Method 2: Vancutsem algorithm

Another way to avoid the inconsistencies due to geometric and atmospheric variations while being flexible enough is to use a statistical approach. We propose to consider here the Mean Compositing (MC) method [RD-72]. The methodology (Figure 3-22) consists of averaging for each pixel and in each spectral band all the valid reflectance values acquired during the chosen compositing period. Vegetation indices are computed on the basis of these reflectance averages.

![Quality control of all reflectance values and mean estimation for each band](figure taken from [RD-2])

This compositing strategy requires two conditions to be applicable. First, the daily images have to be superimposed with an accuracy corresponding to the sub-pixel level, which is the case for the SPOT-VGT images and which will be the case for MERIS images after the geometric corrections. Second, in case of a cyclic variation of the viewing zenith angle, the compositing period must be a multiple of this cycle. In this way, the different compositing periods will have a similar distribution of the viewing angle.

The first step of the work consists in determining the sub-cycle of the viewing angle which a factor independent from the pixel location. It has been determined plotting a temporal profile of MERIS RR L2 reflectances for two sites extracted from the BELMANIP database (see Figure 3-23). A sub-cycle...
of around 17 days has been found leading to a temporal period synthesis of around 34 days or 51 days.

![Figure 3-23: Subcycle of the viewing zenith angle (figure taken from [RD-2])](image)

3.6.1.3 Method 3: Hagolle algorithm

The Hagolle algorithm (CYC) is based on an improvement of the method called BDC [RD-76, RD-77] and has been tested and applied so far on SPOT-VGT data.

Its principle is to fit a linear bidirectional reflectance model on the atmospherically corrected reflectance data over a temporal window, then use the model to retrieve a reflectance corrected for sun and view effects (see Figure 3-24). The BRDF model used is that proposed in [RD-78]. It encompasses three unknown coefficients, \( k_i=0,1,2 \), weighting the Lambertian (or isotropic) component, a geometric kernel, and a volume-scattering kernel. The inversion of the BRDF model is operated on a pixel-per-pixel basis for each of the spectral bands of the sensor, provided that at least 3 cloud-free scenes are available within the temporal window. The \( k_i=0,1,2 \), are retrieved by minimizing the cost function \( C \) defined by (eq. 3 18):

\[
C = \left( \sum_{i=1}^{N} \left( \frac{\rho_i - \hat{\rho}_i}{\sigma_i} \right)^2 \right) + \left( \frac{k_1 - C1(\lambda)}{\sigma_{k1}} \right)^2 + \left( \frac{k_2 - C2(\lambda)}{\sigma_{k2}} \right)^2
\]

In that equation, \( C1(\lambda) \) and \( C2(\lambda) \) are constants for a given spectral band. They do not depend on the pixel not on the date. They have been determined by prior experiments from the inversion of the model for various types of landscapes, which has provided averaged \( k_1 \) and \( k_2 \) values. \( C1(\lambda) \) and \( C2(\lambda) \) have then been assigned to these averaged \( k_1 \) and \( k_2 \) values. \( N \) is the number of observations available in the temporal window, \( \rho_i \) are the measured reflectance data, and \( \hat{\rho}_i \) are modelled reflectances. \( 1/\sigma_i^2 \) are the weights of the observations and \( 1/\sigma_{k1}^2 \) and \( 1/\sigma_{k2}^2 \) are the weights of the constraints, they have been determined by previous work [RD-79].
The use of $C_1(\lambda)$ and $C_2(\lambda)$ in the cost function brings some a priori information in the system, which constrains and influences the result (Figure 3-25). This makes easier to detect and discard residual cloud contaminated pixels. The detection is operated using the blue band because it enables the best distinction between clouds and continental surfaces. If the standard deviation of errors $\sigma$ of the model fit is above a threshold, our algorithm discards all the observations that are greater that the adjusted model values plus $\sigma$. At this stage, many previously undetected cloudy pixels are discarded. Then a second fit and a new $\sigma$ value is computed (smaller than the previous one); all the pixels with a difference to the fitted model greater than $1.5*\sigma$ are discarded whatever the sign of the difference is. This last step is iterated until no pixels are discarded anymore, or until the number of remaining pixels is lower than 3.

**Figure 3-24: Scheme of the angular effects normalization procedure (figure taken from [RD-2])**

**Figure 3-25: BRDF model fit for VEGETATION data with (a) no a priori information and (b) a priori information. Unfilled diamonds are discarded pixels, only filled diamonds are used for the BDRF estimate (from [RD-2])**
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The 3 coefficients $k_{i=0,1,2}$ are used to normalize the cloudless reflectance dataset entering the 10-day period to nadir view and solar observation observed at 10h00 local time for the median day of the compositing period. Besides, the method supplies for each composite product the following information for each pixel and each spectral band: the normalized reflectance, the number of observations used to assess the BRDF and a quality flag including information about the processed pixel. This algorithm has been tested and evaluated with a method described at the end of this Section. It is really efficient when there are a sufficient number of valid observations during the temporal compositing period (Figure 3-26). As for the Vancutsem et al. algorithm, the fact that MERIS data are about three times less frequent than SPOT-VGT data may induce some limitations of the method.

![Figure 3-26: Standard deviation of the errors calculated as a function of the minimum number of observations used in the BRDF model inversion (from [RD-2])]({})

### 3.6.1.4 GlobCover analyses and decisions for the BRDF correction

The work of the GlobCover project has addressed the problem of estimating the performance of global reflectance composited products of land surfaces. Two criteria were used to perform such estimations: a qualitative criterion relying on temporal MERIS RR profile over pixels extracted from BELMANIP sites. A quantitative criterion providing a way to estimate the standard deviation of the noise added to time series of reflectance data [RD-2].

The qualitative criteria have allowed observing that all the methods were able to reproduce the temporal trends of the temporal vegetation evolution. They presented rather similar behaviours. Using the quantitative criterion, two situations may be distinguished. When the number of input data is relatively sufficient (favourable cases), the performances of BISE, MC, CYC are rather similar. When this number of data is low (unfavourable conditions but a regular case for MERIS), the BISE method is not so efficient as MC or CYC. The MC method restores a mean of the values observed during the temporal period of acquisition. The values derived from BISE are directly linked to the chosen sliding window. The selection of this sliding window is a function of the phenological stage of the vegetation. Therefore, this method requires having complementary information on this phenology. To have better
results with BISE, a geographical mapping of this parameter should be applied. This dependence makes this method non-generic at the global scale. A further investigation was done to assess the performance of MC and CYC. Both methods have very similar results but with always a slight advantage for MC.

The GlobCover project finally selected the MC algorithm as BRDF correction and compositing method. However, a slight modification was adopted, which consisted in coupling the MC method with the filtering module of the CYC algorithm. The MC method was first applied on the observations present in a 51-day compositing period (defined as a good trade off between a small temporal period suitable for monitoring the temporal evolution of the vegetation and a large period to be able to produce composites). Then, the filtering module of the CYC method was performed to remove outliers. This method was applied on the 51 days period to flag “valid” observations which were used to perform composites over reduced time period (15-day composites in GlobCover).

3.6.2 Method 4: improved BRDF inversion developed by Vermote et al. 2009

The proposed method for the estimation and the correction of directional effects on satellite derived surface reflectance time series based on the BRDF inversion technique used for the MODIS BRDF/albedo product [RD-74, RD-80, RD-81, RD-82, RD-83] with the objective of minimisation the differences between the observed and modelled directional reflectances over a given time period. The fundamental BRDF model, the Ross-Li-Maignan model, computes the surface reflectances as the sum of three terms, which describe the isotropic, volumetric and geometric parts (eq. 3-18)

\[
\rho(\theta_s, \theta_v, \Phi) = k_0 + k_1 F_1(\theta_s, \theta_v, \Phi) + k_2 F_2(\theta_s, \theta_v, \Phi) = k_0 \left[ 1 + \frac{k_1}{k_0} F_1(\theta_s, \theta_v, \Phi) + \frac{k_2}{k_0} F_2(\theta_s, \theta_v, \Phi) \right]
\]

\[
= k_0 \left[ 1 + VF_1(\theta_s, \theta_v, \Phi) + RF_2(\theta_s, \theta_v, \Phi) \right]
\]

where \( V \) and \( R \) are the free weighting parameter. The kernel \( F_1 \) as the volumetric scattering kernel accounting for the hot spot and \( F_2 \) as the geometric scattering kernel, are function of the observation geometry and given by (eq. 3-19):

\[
F_1(\theta_s, \theta_v, \Phi) = \frac{4}{3\pi} \frac{1}{\cos \theta_s + \cos \theta_v} \left[ \left( \frac{\pi}{2} - \xi \right) \cos \xi + \sin \xi \right] \left[ 1 + \frac{1}{1 + \frac{\xi}{\xi_0}} \right] - \frac{1}{3}
\]

\[
F_2(\theta_s, \theta_v, \Phi) = \frac{m}{t} (t - \sin t \cos t - \pi) + \frac{1 + \cos \xi}{2 \cos \theta_s \cos \theta_v}
\]

\[
m = \frac{1}{\cos \theta_s} + \frac{1}{\cos \theta_v}
\]

\[
\xi = \cos^{-1}(\cos \theta_s \cos \theta_v + \sin \theta_s \sin \theta_v \cos \Phi)
\]
\[
\xi_0 = \frac{LD}{H} \frac{(\cos \theta_z + \cos \theta_v)^2}{4 \cos \theta_z \cos \theta_v} \approx \frac{LD}{H}
\]

\[
\Delta(\theta_z, \theta_v, \Phi) = \sqrt{\tan^2 \theta_z + \tan^2 \theta_v - 2 \tan \theta_z \tan \theta_v \cos \Phi}
\]

\[
\cos t = \frac{2}{m} \sqrt{\Delta^2 + (\tan \theta_z \tan \theta_v \sin \phi)^2}
\]

where \(\xi\) is the scattering angle, \(\xi_0\) is a characteristic angle that can be related to the ratio of scattering element size and the canopy vertical density, \(H\) is the canopy depth, \(L\) is the leaf area index and \(D\) define the typical scale of the leaves. To avoid the addition of a free parameter, [RD-82] suggests taking a constant value of \(\xi_0 = 1.5^\circ\).

The alternative BRDF inversion technique assumes no temporal variation of shape of the BRDF, but allows the change of target reflectances during the compositing period in the contrast to the MODIS standard algorithm. Based on this hypothesis and on a set of \(N\) observations the parameter \(V\) and \(R\) are retrieved by minimizing the merit function \(M\) on the classical way of computation of the first derivation of the merit function, which is defined by (eq. 3-20):

\[
\frac{\partial M}{\partial V} = \frac{\partial M}{\partial R} = 0
\]

\[
M = \sum_{i=1}^{N-1} \frac{(\rho_{i+1}[1 + VF_1^i + RF_2^i] - \rho_i[1 + VF_1^{i+1} + RF_2^{i+2}])^2}{day_{i+1} - day_i + 1}
\]

\[
\begin{pmatrix}
\sum_{i=1}^{N-1} \Delta^i \rho F_1 \Delta^i \rho F_2 \\
\sum_{i=1}^{N-1} \Delta^i \rho F_1 \Delta^i \rho F_2
\end{pmatrix}
\begin{pmatrix}
V \\
R
\end{pmatrix} =
\begin{pmatrix}
\sum_{i=1}^{N-1} \Delta^i \rho \Delta^i \rho F_1 \\
\sum_{i=1}^{N-1} \Delta^i \rho \Delta^i \rho F_2
\end{pmatrix}
\]

where

\[
\Delta^i d = day_{i+1} - day_i + 1
\]

\[
\Delta^i \rho = \frac{(\rho_{i+1} - \rho_i)}{\sqrt{\Delta^i d}}
\]

\[
\Delta^i \rho F_1 = \frac{(\rho_{i+1} F_1^i - \rho_i F_1^{i+1})}{\sqrt{\Delta^i d}}
\]

\[
\Delta^i \rho F_2 = \frac{(\rho_{i+1} F_2^i - \rho_i F_2^{i+1})}{\sqrt{\Delta^i d}}
\]
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A further refinement accounting for a change of the BRDF shape with the vegetation cover based on the clustering of the data with respect to the NDVI. For each of these classes the parameter \( R \) and \( V \) were retrieved and the relationship to the NDVI can be derived by a linear fit among the different classes.

Therefore, the full BRDF correction process includes the following steps:

- first guess estimate of \( V \) and \( R \) by inverting the model using the method described before
- correction of the reflectances with these estimates of \( V \) and \( R \)
- computation of the NDVI
- clustering based on the NDVI
- inversion of the model for each class to get \( V \) and \( R \)
- linear fit between NDVI and the parameter \( V \) and \( R \)
- final BRDF-correction

The proposed method doesn't assume an invariance of the surface during the compositing period and allows the monitoring of the vegetation with a period smaller than the compositing method. Therefore the correction can be performed with the same frequency as the observation. The used parameter \( V \) and \( R \) can be derived from previous observations, which avoids the limitation by data availability.

The important step of the work consists in the verification of the proposed algorithm for the CCI-LC project and its requirements by a study based on synthetic data. Because the proposed approach was evaluated on a global MODIS data set at a 0.05° resolution for two channels and the NDVI. Therefore the widely used PROSPECT/SAIL model has been implemented and different BRDF could be retrieved [RD-84]. The following shows an example of the retrieved BRDF.

Based on these modelled BRDF's the retrieving of the parameter \( V \) and \( R \) will be investigated. The typical observation und illumination geometry is derived from the MERIS Round Robin database. It has been determined plotting a temporal profile of MERIS FSG L1 viewing and sun angles for six sites (see Figure 3-28 and Figure 3-29). A sub cycle of viewing zenith angle of around 17 days has been found.
Figure 3-27: Example of modelled BRDF using PROSPECT/SAIL model (parameter: Cab = 30.0 (chlorophyll content \([\mu g \ cm^{-2}]\); Car = 10.0 (carotenoid content \([\mu g \ cm^{-2}]\); Cbrown = 0.0 (brown pigment content [arbitrary units]; Cw = 0.015 (equivalent water thickness EWT [cm]); Cm = 0.009 (leaf mass per area LMA [g.cm-2]); N = 1.5 (structure coefficient); LAI = 4 (leaf area index); angl = 50.0 (average leaf angle [degree]); psoil = 1 (soil coefficient); skyl = 70 (% diffuse/direct radiation); hspot = 0.05 (hot spot - leaf size relative to canopy height)); ihot = 1.0 (hot spot flag); tts = 30.0 (solar zenith angle [degree]). daa: difference azimuth angle [degree]; oza: observer zenith angle [degree]
Figure 3-28: Sub cycle of the difference azimuth angle
3.6.3 Compositing process

Finally, it is worth noting that since the BRDF correction is linked with the compositing process, the pre-processing module does not deliver daily products but global surface reflectance “fundamental” composites 7-day composite (i.e. generated over a “fundamental” period). The 7-day compositing period is adapted on a fixed basis. So every January 1st as starting point and a continuous 7 day
intervals for each year has been proposed. The last composite of each year and the last February composite of a leap year include 8 days instead of 7 days.

These “fundamental” composites will serve as input to the classification module, and thus for the generation of longer (seasonal and annual) composites. This articulation is illustrated in Figure 3-30.

![Articulation between the fundamental composites delivered by the pre-processing module and the seasonal composites used in the classification algorithms](image)

### 3.7 Validation of algorithms

Validation is needed in order to assess the effectiveness and quality of the different algorithms. Several mathematical and other empirical methods of validation are available. However, the validation of an algorithm is fairly complex and the validation procedure proposed for the pre-processing algorithms is to run through an iterative process with following major points:

- Testing the algorithms on (real) remote sensing data for the use cases
- Comparison between independent in situ data and outputs created by the algorithms if possible

#### 3.7.1 Validation plan

The validation plan provides the different factors influencing the requirements and the selection process for suitable validation methods should be examined.

Therefore in the following steps the influence of several disturbances as noise and clouds are analyzed and the sensitivity due to the choice of thresholds is determined. The validation and optimisation of the algorithms will be an iterative process and consists of:

- Testing the algorithm with remote sensing data using case studies
- Validation of intermediate products with in-situ data if possible
- Analyzing the dependency of thresholds used in the algorithms
3.7.2 Quality measures

Before processing steps such as validation or assimilation take place it is necessary to understand the error statistics of pre-processing intermediate products. A standard method solving this problem is the comparison of pre-processing intermediate products with in-situ data with a statistical approach. A typical tool solving this problem is the usage of the confusion matrix, which allows statistical measures of the performance of classification [RD-85, RD-86, RD-87].

3.7.2.1 Accuracy and precision in binary classification

A number of accuracy measures are available for assessing the quality of a binary classification.

<table>
<thead>
<tr>
<th>Condition</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>True</td>
<td></td>
<td></td>
</tr>
<tr>
<td>False</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Positive</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Negative</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Test Result</th>
<th>Condition</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive</td>
<td>True positive</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>False positive</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Type I error</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Negative</td>
<td>False negative</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>True negative</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Type II error</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Thus, the accuracy is the proportion of true results (both true positives and true negatives) in the population. The accuracy is used as a statistical measure of how well a binary classification test correctly identifies or excludes a condition [RD-88, RD-89] (eq. 3.22):

\[
\text{accuracy} = \frac{\text{number of true positives} + \text{number of true negatives}}{\text{number of true pos} + \text{number of false pos} + \text{number of false neg} + \text{number of true neg}}
\]

On the other hand, precision or relevance (positive predictive value) is defined as the proportion of the true positives against all the positive results (both true positives and false positives) (eq. 3.21):

\[
\text{precision} = \frac{\text{number of true positives}}{\text{number of true positives} + \text{number of false positives}}
\]
The false positive rate is equal to the significance level and is defined as proportion of the false positives against the false positives and true negatives results (eq. 3-22):

\[
\text{false positive rate} = \frac{\text{number of false positives}}{\text{number of false positives} + \text{number of true negatives}}
\]

The false negative rate is defined as proportion of the false negatives against the false negatives and true positives results (eq. 3 25):

\[
\text{false negative rate} = \frac{\text{number of false negatives}}{\text{number of false negatives} + \text{number of true positives}}
\]

The sensitivity is defined as proportion of the false negatives against the false negatives and true positives results (eq. 3 26):

\[
\text{sensitivity} = \frac{\text{number of true positives}}{\text{number of false negatives} + \text{number of true positives}}
\]

The specificity is defined as proportion of the true negatives against the false positives and true negatives results (eq. 3-23):

\[
\text{specificity} = \frac{\text{number of true negatives}}{\text{number of false positives} + \text{number of true negatives}}
\]

The segregance (negative predictive value) is defined as proportion of the true negatives against the false negatives and true negatives results (eq. 3-24):

\[
\text{segregance} = \frac{\text{number of true negatives}}{\text{number of false negatives} + \text{number of true negatives}}
\]

The false-accuracy is the proportion of false results (both false positives and false negatives) in the population (eq. 3-25):

\[
\text{false - accuracy} = \frac{\text{number of false positives} + \text{number of false negatives}}{\text{number of true pos.} + \text{number of false pos.} + \text{number of false neg.} + \text{number of true neg}}
\]

An accuracy of 100% means that the measured values are exactly the same as the given values. Accuracy may be determined from Sensitivity and Specificity, provided Prevalence is known, using the equation (eq. 3-26):

\[
\text{accuracy} = (\text{sensitivity})(\text{prevalence}) + (\text{specificity})(1 - \text{prevalence})
\]

The prevalence is the proportion of positives to the positives and negatives in the population (eq. 3-27):
### 3.7.2.2 Accuracy and precision in classification

A number of accuracy measures are available for assessing the quality of a classification. The above table is an example confusion matrix. The diagonal elements in this matrix indicate numbers of sample for which the classification results agree with the reference data. The matrix contains the complete information on the categorical accuracy. Off diagonal elements in each row present the numbers of sample that has been misclassified by the classifier, i.e., the classifier is committing a label to those samples which actually belong to other labels. The misclassification error is called commission error [RD-88, RD-89].

The off-diagonal elements in each column are those samples being omitted by the classifier. Therefore, the misclassification error is also called omission error.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Conditions</th>
<th>Users Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Class I</td>
<td></td>
</tr>
<tr>
<td></td>
<td>a_{11}</td>
<td>a_{12}</td>
</tr>
<tr>
<td></td>
<td>Class II</td>
<td></td>
</tr>
<tr>
<td></td>
<td>a_{21}</td>
<td>a_{22}</td>
</tr>
<tr>
<td></td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td></td>
<td>Class N</td>
<td></td>
</tr>
<tr>
<td></td>
<td>a_{n1}</td>
<td>a_{n2}</td>
</tr>
</tbody>
</table>

In order to summarize the classification results, the most commonly used accuracy measure is the overall accuracy. More specific measures are needed because the overall accuracy does not indicate how the accuracy is distributed across the individual categories. The categories could, and frequently would, differ in their classification accuracy depending on the characteristics of the data and the classification algorithm.

Overall Accuracy:
\[ \frac{\sum_{i=1}^{n}{a_{ii}}}{\sum_{i=1}^{n}{\sum_{j=1}^{n}{a_{ij}}}} = 1 \]
do, exhibit drastically differing accuracies but overall accuracy method considers these categories as having equivalent or similar accuracies.

By examining the confusion matrix, it can be seen that at least two methods can be used to determine individual category accuracies:

- The ratio between the number of correctly classified and the row total is called the user's accuracy because users are concerned about what percentage of the classes has been correctly classified.

- The ratio between the number of correctly classified and the column total is called the producer's accuracy. The producer is more interested in this accuracy because it tells how correctly the reference samples are classified.

However, there is a more appropriate way of presenting the individual classification accuracies. This is through the use of commission error and omission error.

- Commission error = 1 - user's accuracy
- Omission error = 1 - producer's accuracy

### 3.7.2.3 Cohen's kappa, Scott's pi and Krippendorf's alpha coefficient for a table of confusion

Cohen's kappa and Scott's pi coefficient measure the proportion of observed agreement to the agreement by chance and the maximum agreement attainable to chance agreement considering pairwise agreement and is a statistical measure of concordance for qualitative items. The equation for Cohen's kappa measures $\kappa$ is defined as the proportion of agreement after expected or chance agreement is removed from consideration [RD-85, RD-86, RD-87].

**Cohen's kappa coefficient for a table of confusion** $K$

Cohen's kappa coefficient for a table of confusion $K$ is given by (eq. 3-28):

$$
\kappa = \frac{p_0 - p_e}{1 - p_e}
$$

where

$$p_0 = \frac{\text{number of true positives} + \text{number of true negatives}}{\text{number of true pos.} + \text{number of false pos.} + \text{number of false neg.} + \text{number of true neg}}$$

$$p_e = \frac{\text{positive predictive value} \times \text{sensitivity} + \text{negative predictive value} \times \text{specificity}}{(\text{number of true pos.} + \text{number of false pos.} + \text{number of false neg.} + \text{number of true neg.})^2}$$

or more general:
The observed agreement $p_0$ is the proportion of true results and the expected agreement $p_e$ is the proportion of items for which agreement is expected by chance when the items are random.

Scott's PI coefficient for a table of confusion $K$

Scott's pi measures similar statistic as Cohen's kappa but differs in terms of how $p_e$ is calculated and is given by (eq. 3-29):

$$
\kappa = \frac{p_0 - p_e}{1 - p_e}
$$

where

$$
p_0 = \sum_{i=1}^{n} a_{ii}
$$

$$
p_e = \sum_{i=1}^{n} \frac{h_{ii} \cdot h_{ii}}{2} with h_{ii} = \sum_{j=1}^{n} a_{ij} and h_{ij} = \sum_{i=1}^{n} a_{ij}
$$
Krippendorff’s Alpha coefficient for a coincidence matrix C

Krippendorff’s Alpha coefficient is also a statistical measure of the agreement between observers or measuring instruments and its general form is (eq. 3-30):

\[
K = \begin{bmatrix}
   a_{11} & a_{12} & \ldots & a_{1n} \\
   a_{21} & a_{22} & \ldots & a_{2n} \\
   \vdots & \vdots & \ddots & \vdots \\
   a_{n1} & a_{n2} & \ldots & a_{nn}
\end{bmatrix}
\text{with } \sum_{i=1}^{n} \sum_{j=1}^{n} a_{ij} = N

C = K + K^T = \begin{bmatrix}
   a_{11} & a_{12} & \ldots & a_{1n} \\
   a_{21} & a_{22} & \ldots & a_{2n} \\
   \vdots & \vdots & \ddots & \vdots \\
   a_{n1} & a_{n2} & \ldots & a_{nn}
\end{bmatrix}
\text{with } \sum_{i=1}^{n} \sum_{j=1}^{n} a_{ij} = 2N
\]

\[
\kappa = 1 - \frac{D_0}{D_e}
\]

where

\[
D_0 = \frac{1}{N} \sum_{i=1}^{n} \sum_{j=1}^{n} a_{ij} \cdot \text{metric } \delta_{ij}^2
\]

\[
D_e = \frac{1}{N(N-1)} \sum_{i=1}^{n} \sum_{j=1}^{n} h_{iv} \cdot h_{jv} \cdot \text{metric } S_{ij}^2
\]

with \( h_{iv} = \sum_{j=1}^{n} a_{ij} \) and \( h_{jv} = \sum_{i=1}^{n} a_{ij} \)

If

\[
\text{metric } \delta_{ij}^2 = \text{nominal } \delta_{ij}^2 = \begin{cases} 0 & \text{if and only if } (i=j) \\ 1 & \text{if and only if } (i=j) \neq i \end{cases}
\]

then

\[
D_0 = \frac{1}{N} \sum_{i=1}^{n} \sum_{j=1}^{n} a_{ij} \text{ with } i \neq j
\]

\[
D_e = \frac{1}{N(N-1)} \sum_{i=1}^{n} \sum_{j=1}^{n} h_{iv} \cdot h_{jv} \text{ with } i \neq j
\]

\[
\text{with } h_{iv} = \sum_{j=1}^{n} a_{ij} \text{ and } h_{jv} = \sum_{i=1}^{n} a_{ij}
\]

\( D_0 \) is the observed disagreement and \( D_e \) is the expected disagreement. The coincidence matrix can be retrieved from the confusion matrix (see above).
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3.7.3 Validation of pre-processing algorithms

3.7.3.1 Land water delineation and cloud screening - pixel identification

The main tool for validating the pixel identification is the comparison of the results of the algorithm with manually characterised pixels. This requires a large data set of pixels from a globally distributed imagery. Each collected validation sample point (selected sensor pixel) will be classified concerning its characteristics based on the visual inspection of the appropriate sensor pixels and then will be compared with the output of the Pixel Classification [RD-90, RD-91].

In order to ensure the representativeness of the data-set for the natural variability of those parameters which affect the radiation measurement from a space borne instrument additional classification are performed for each validation sample point: the surface type, the climate zone, the season as well as day and night discrimination.

Pixel type characteristics

Cloud characterisation
- totally cloudy
- (desert) dust over clouds
- specular reflection ("glint")
- cloud type (stratus, cumulus, convective cloud, cirrus, unknown)
- semi-transparent cloud (problem: cannot be separated from partly cloudy; can be distinguished if semi-transparent cloud is spatially large)

Land / water
- clear sky land / water
- spatially mixed pixel (land/water/cloud) (problem: cloud mixed pixel cannot be separated semi-transparent clouds)
- turbid atmosphere (dust, high aerosol loading, volcanic eruption, desert dust, East Asian dust)
- sun glint
- cloud shadow
- intertidal areas
- water body type: lake, river, coastal, open ocean, unknown

Snow

Ice
**Logical structure**

**Pixel collection requirements**

- global distribution
- all seasons equal
- surface types corresponding to their natural occurrence, but all should be covered
- all climate zones corresponding to their natural occurrence, but all should be covered
- day and night (AATSR only) equal
- 30% totally cloudy, 30% clear sky, 30% not clear sky, 10% spatially mixed pixel
- 60% over land, 40% over water
- snow covered land: greenland, Antarctic, mountains, high latitudes (in addition to Greenland and Antarctic), Artic (snow covered ice)
- ice: Arctic, Antarctic
- water types (include all types)
- all viewing zenith angles (sun geometry is covered by all seasons)

**Data source requirements**

- MERIS FR and RR L1b
- AATSR L1b
- SPOT-VGT L1

**Dataset selection**

- final size of database shall be ~40 000 samples; this shall be completed in summer 2011
- first database shall have ~5000 samples, it shall be ready mid January; the dataset shall be primarily over ocean, but should include for demo purpose also land (for CCI-LC progress meeting). The distribution shall be ~4.500 ocean and ~500 land.
  - totally cloudy 30%
  - clear sky 30%
  - not clear sky 20%
  - spatially mixed pixel 20%
  - over land 60%
  - over water 40%

**Surface Types**

The surface type database which is used as ancillary information in this project is the GlobCover land cover map (Figure 3-31). GlobCover land cover maps are available for the epochs 2005 and 2009, both being freely available from the GlobCover ESA website - [http://ionia1.esrin.esa.int/](http://ionia1.esrin.esa.int/). A technical description of the dataset is given in [RD-92]].

This surface type map includes 22 categories (Table 3-14).
Figure 3-31: GlobCover 2009 land cover map

Table 3-14: Classes of the GlobCover 2005 and GlobCover 2009 land cover maps

<table>
<thead>
<tr>
<th></th>
<th>Description</th>
<th>ClassID</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Post-flooding or irrigated croplands</td>
<td>ClassID 11</td>
</tr>
<tr>
<td>2</td>
<td>Rainfed croplands</td>
<td>ClassID 14</td>
</tr>
<tr>
<td>3</td>
<td>Mosaic cropland (50-70%) / vegetation (grassland/shrubland/forest) (20-50%)</td>
<td>ClassID 20</td>
</tr>
<tr>
<td>4</td>
<td>Mosaic vegetation (grassland/shrubland/forest) (50-70%) / cropland (20-50%)</td>
<td>ClassID 30</td>
</tr>
<tr>
<td>5</td>
<td>Closed to open (&gt;15%) broadleaved evergreen and/or semi-deciduous forest (5m)</td>
<td>ClassID 40</td>
</tr>
<tr>
<td>6</td>
<td>Closed (&gt;40%) broadleaved deciduous forest (5m)</td>
<td>ClassID 50</td>
</tr>
<tr>
<td>7</td>
<td>Open (15-40%) broadleaved deciduous forest/woodland (5m)</td>
<td>ClassID 60</td>
</tr>
<tr>
<td>8</td>
<td>Closed (&gt;40%) needle-leaved evergreen forest (5m)</td>
<td>ClassID 70</td>
</tr>
<tr>
<td>9</td>
<td>Open (15-40%) needle-leaved deciduous or evergreen forest (5m)</td>
<td>ClassID 90</td>
</tr>
<tr>
<td>10</td>
<td>Closed to open (&gt;15%) mixed broadleaved and needleaved forest</td>
<td>ClassID 100</td>
</tr>
<tr>
<td>11</td>
<td>Mosaic forest or shrubland (50-70%) and grassland (20-50%)</td>
<td>ClassID 110</td>
</tr>
<tr>
<td>12</td>
<td>Mosaic grassland (50-70%) and forest or shrubland (20-50%)</td>
<td>ClassID 120</td>
</tr>
<tr>
<td>13</td>
<td>Closed to open (&gt;15%) shrubland (&lt;5m)</td>
<td>ClassID 130</td>
</tr>
<tr>
<td>14</td>
<td>Closed to open (&gt;15%) grassland</td>
<td>ClassID 140</td>
</tr>
<tr>
<td>15</td>
<td>Sparse (&lt;15%) vegetation</td>
<td>ClassID 150</td>
</tr>
<tr>
<td>16</td>
<td>Closed (&gt;40%) broadleaved forest regularly flooded, fresh water</td>
<td>ClassID 160</td>
</tr>
<tr>
<td>17</td>
<td>Closed (&gt;40%) broadleaved semi-deciduous and/or evergreen forest regularly flooded, saline water</td>
<td>ClassID 170</td>
</tr>
<tr>
<td>18</td>
<td>Closed to open (&gt;15%) grassland or shrubland or woody vgt on regularly flooded or waterlogged soil, fresh, brakish or saline water</td>
<td>ClassID 180</td>
</tr>
<tr>
<td>19</td>
<td>Artificial surfaces and associated areas (Urban areas &gt;50%)</td>
<td>ClassID 190</td>
</tr>
<tr>
<td>20</td>
<td>Bare areas</td>
<td>ClassID 200</td>
</tr>
</tbody>
</table>
For the initial phase of the CCI-LC project, a simplified land cover map, which is the IGBP map (Figure 3-32), is used because of its small size and handy format. After the round-robin phase, it is planned to replace it with the GlobCover map. The IGBP map data are freely available from the IGBP Website [http://www-surf.larc.nasa.gov/surf/pages/ftp-page.html](http://www-surf.larc.nasa.gov/surf/pages/ftp-page.html). A technical description of the dataset is given in the beginning of this chapter. This surface type map includes the categories listed in Table 3-15.

**Table 3-15: IGBP surface types**

<table>
<thead>
<tr>
<th>ClassID</th>
<th>Surface Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>21</td>
<td>Water bodies</td>
</tr>
<tr>
<td>22</td>
<td>Permanent Snow and Ice</td>
</tr>
<tr>
<td></td>
<td>No data (burnt areas, clouds, ...)</td>
</tr>
<tr>
<td></td>
<td>No data</td>
</tr>
<tr>
<td>210</td>
<td></td>
</tr>
<tr>
<td>220</td>
<td></td>
</tr>
<tr>
<td>230</td>
<td></td>
</tr>
<tr>
<td>254</td>
<td></td>
</tr>
</tbody>
</table>
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Climate Zones

The most widely used system of climate classification is that developed by the German climatologist Köppen virtually all more recent classifications are refinements or variations of the “Köppen system” [RD-96]. The Köppen climate classification distribution grid derived by the Food and Agriculture Organization (FAO) from the International Institute for Applied Systems Analysis (IIASA) data sets enables a determination of the general climate of any geographical entity (national or sub-national). Köppen categories are based on the annual and monthly averages of temperatures and precipitation.

Five major climatic types are recognized in this system, each type being designated by a capital letter (Figure 3-33):

- **A** - Moist Tropical Climates are known for their high temperatures all year round and for their large amount of annual rainfall.
- **B** - Dry Climates are characterized by little rain and a large daily temperature range. Two subgroups, S – semi-arid or steppe, and W - arid or desert, are used with the B climates.
- **C** - In Humid Middle Latitude Climates land/water differences play a large part. These climates have warm, dry summers and cool, wet winters.
- **D** - Continental Climates can be found in the interior regions of large land masses. Total precipitation is not very high and seasonal temperatures vary widely.
- **E** - Cold Climates describe this climate type perfectly. These climates are part of areas where permanent ice and tundra are always present, and only about four months of the year have above freezing temperatures.

The data are freely available from [http://www.fao.org/SD/EIdirect/climate/EIs0002.htm](http://www.fao.org/SD/EIdirect/climate/EIs0002.htm)

![Köppen's Climate Classification](http://www.blueplanetbiomes.org/climate.htm)
No-data gaps in the Köppen map are filled by the software with fallback values according to the following scheme based on the pixel’s latitude value:

![Köppen Climate Zones Diagram](http://www.m-forkel.de/klima/klimazonen.html)

### Table: Fallback Climate Zone Classification

<table>
<thead>
<tr>
<th>LATITUDE RANGE</th>
<th>REGIONS</th>
<th>Köppen Code</th>
</tr>
</thead>
<tbody>
<tr>
<td>-90° ... -66.5°</td>
<td>South Pole ➔ Antarctic Circle</td>
<td>E - Polar</td>
</tr>
<tr>
<td>-66.5° ... -23.5°</td>
<td>Antarctic Circle ➔ Tropic of Capricorn</td>
<td>C - Temperate</td>
</tr>
<tr>
<td>-23.5° ... +23.5°</td>
<td>Tropic of Capricorn ➔ Tropic of Cancer</td>
<td>A - Tropical</td>
</tr>
<tr>
<td>+23.5° ... +66.5°</td>
<td>Tropic of Cancer ➔ Arctic Circle</td>
<td>C - Temperate</td>
</tr>
<tr>
<td>+66.5° ... +90.0°</td>
<td>Arctic Circle ➔ North Pole</td>
<td>E - Polar</td>
</tr>
</tbody>
</table>

### Seasons

In the context of the current study, climatological seasons are used. i.e., for the Northern hemisphere, spring begins by convention on 1 March, summer on 1 June, autumn on 1 September and winter on 1 December.

<table>
<thead>
<tr>
<th>START DATE</th>
<th>DAY OF YEAR</th>
<th>NORTHERN</th>
<th>SOUTHERN</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 March</td>
<td>59</td>
<td>Spring</td>
<td>Autumn</td>
</tr>
<tr>
<td>1 June</td>
<td>151</td>
<td>Summer</td>
<td>Winter</td>
</tr>
<tr>
<td>1 September</td>
<td>243</td>
<td>Autumn</td>
<td>Spring</td>
</tr>
<tr>
<td>1 December</td>
<td>334</td>
<td>Winter</td>
<td>Summer</td>
</tr>
</tbody>
</table>
3.7.3.2 Atmospheric correction - aerosol and spectral directional reflectance retrieval

Aerosol

The data of the AERONET program might be used for the validation of the aerosol retrieval results. The presentation of the validation results are planned in form of the confusion matrix and the corresponding quality measures – see chapter 3.7.2.

The AERONET (AErosol RObotic NETwork) program is a federation of ground-based remote sensing aerosol networks established by NASA and PHOTONS (Univ. of Lille 1, CNES, and CNRS-INSU). The program provides a long-term, continuous and readily accessible public domain database of aerosol optical, microphysical and radiative properties for aerosol research and characterization, validation of satellite retrievals, and synergism with other databases. The network imposes standardization of instruments, calibration, processing and distribution.

Surface directional reflectances

The validation of the surface directional reflectances retrieval is a challenge. Three options can be following up:

- comparing with in situ data;
- model intercomparison;
- generating synthetic data: surface reflectance data transferred to TOA via radiation transfer model.

Option “in-situ” and “model intercomparison” have been used and results are included in the PVASR. The option “simulated” has not been used, but for the sake of completeness it shall be mentioned that this option can be also used for the validation.

3.7.3.3 BRDF correction - averaging of the surface directional reflectances

The validation of the BRDF correction – at present averaging of the surface directional reflectance is very difficult. The use of in situ data for the review of the averaging approach can be not proposed because the measurement and the successive retrieval of the BRDF is afflicted with different uncertainties e.g. measurement of the diffuse incident radiation. The other possibility is the use of synthetic BRDF data retrieved from canopy radiative transfer models.

Furthermore, the generated surface reflectance time series will be investigated with regard to the temporal variation of the mean and variance over selected areas (including “reference” areas such as pixels covered by dark vegetation or desert).

3.7.3.4 Multi-sensor global land cover map

The geolocation accuracy of the final products would be verified by using a set of Landsat TM images for reference. If the development of a tool for automated pattern matching of optical earth observation data is required then it can be further used to assess the geo-location accuracy of the final products.
4 LAND COVER MAP PROCESSING CHAIN

4.1 Classification logical model

The classification process transforms the L3 7-day aggregated 5°x5° surface reflectance composites produced by the pre-processing step into meaningful global land cover products.

4.1.1 Preliminary steps

Before the classification process, four preliminary steps are performed:

- the **format conversion** and **mosaicking** of the NetCDF 7-day aggregated 5°x5° surface reflectance composites produced by the pre-processing chain into GeoTiff global 7-day surface reflectance composites;

- the **generation of seasonal composites**: the spectral classification step is not directly run on 7-day products but uses as input seasonal composites (i.e. composites characterized by longer compositing periods). The seasonal compositing period is a classification parameter adjusted at the stratum level. For each equal-reasoning area, 1 or 2 periods within the year are defined to allow the optimal discrimination between the expected land cover classes;

- the **preparation of the reference land cover database**: a key auxiliary dataset in the classification chain – both for spectral and temporal classification algorithms (see section 4.2.3) – is a global reference land cover database. This database consists of a set of existing global, regional and local land cover maps which are merged together after preparatory transformations and according to specific merging rules;

- the **preparation of the stratification layer**: before the classification process, the world is stratified in equal-reasoning areas from an ecological and a remote sensing point of view. The stratification objectives are twofold: (1) reducing the land surface reflectance variability in the dataset in order to improve the classification efficiency and (2) allowing a regional tuning of the classification parameters to take into account the regional characteristics (vegetation seasonality, cloud coverage, etc). The great but much controlled flexibility of this strategy allows defining a classification process valid at global scale while tackling both the regional heterogeneity of the land cover characteristics.

4.1.2 Classification steps

The classification process in itself is organised in 4 major processing steps (Figure 4-1), which rely on data generated in the preliminary steps and thus run independently for each equal-reasoning area with specific parameters.
In the first and second steps, supervised and unsupervised classification algorithms are run using the spectral properties of seasonal composites as input, resulting in two different maps “CLASSIF1” and “CLASSIF2”. In the third step, these two maps are merged to produce a spectral map “CLASSIF3”. This map is finalized in the fourth step through post-classification editions. The main one consists in adding the CCI Water Bodies product. The different algorithmic steps are presented in detail below in the sections 4.5.1, 4.5.2, 4.5.3 and 4.5.6. The classification parameters for each equal-reasoning area are included in look-up tables (LUT) associated with each step. They are also presented here after.

### 4.1.3 Multi-year approach

One requirement expressed by the Climate Modelling Community is the need to have successive global land cover maps stable over time. To this end, tests have been conducted during the round-robin exercises and have demonstrated the interest of using several years of Earth Observation dataset to generate a land cover map [AD 8]. The CCI-LC project will therefore deliver land cover maps which are not related to a single year but which are representative of 5-year epochs: 1998-2002, 2003-2007 and 2008-2012 [AD 4]. These 3 maps will be derived from a “baseline” land cover map generated using the full MERIS archive (i.e. 10 years of data from 2003 to 2012). These principles are illustrated in Figure 4-3.
Two different strategies for handling multi-year dataset in the classification chain have been found efficient to increase the products accuracy and stability (Figure 4-3). First, multiple years are combined during the seasonal compositing procedure (which is one of the preliminary steps – see section 4.1.1) and the classification chain is thus run once on multi-year seasonal composites, directly resulting in a multi-year land cover map. Second, the classification chain is run once over each single year, resulting in a set of annual land cover maps. These annual maps are then combined in a multi-year land cover map according to specific aggregation rules. Either the strategy 1 or the strategy 2 is applied depending on the stratum.
4.1.4 Multi-sensor approach

As already demonstrated through the GlobCover experiences [RD-103] and described in the ATBDv0 [AD 7], the main issue when working with MERIS FR as main input data source is the lack of acquisition. Complementing their spatial coverage is a reason that fully justifies the development of multi-sensor approaches in the CCI-LC project.

The lack of acquisitions is addressed by using images acquired in the MERIS RR mode obeying the following consideration: priority is given to the best available EO observation. In other terms, the merging is not systematic: when and where the MERIS FR coverage is high enough to allow producing accurate and stable land cover maps, MERIS RR is not used. As a result, the decision to operate the merging is made based on the quality of (Figure 4-4).

*Possibly with single-year or multi-year composites (see section 4.1.3)

*Figure 4-4: Logical flow for the multi-sensor approach developed to increase the MERIS FR coverage*
4.1.5 Summary

Figure 4-5 illustrates the articulation between the classification steps (section 4.1.2) and the approaches developed to (i) handle multi-year dataset (section 4.1.3) and (ii) increase the MERIS temporal and spatial coverage (section 4.1.4).

Sections below present in detail the whole land cover mapping processing chain, starting with the preliminary steps (4.2), then presenting the methods underlying the multi-year (4.3) and multi-sensor (4.4) approaches and ending by detailing the classification steps in section 4.5.

![Figure 4-5: Logical flow for the articulation between the classification steps and the multi-year and multi-sensor approaches (MY = multi-year, SY = single-year, FR = full resolution, RR = reduced resolution)](image)

4.2 Detailed processing scheme of the preliminary steps

4.2.1 Format conversion and mosaicking of pre-processing outputs

All the classification chain relies on the Geospatial Data Abstraction Library (GDAL). GDAL is a library for reading and writing raster geospatial data formats and is released under the permissive X/MIT style free software license by the Open Source Geospatial Foundation. As a library, it presents a single abstract data model to the calling application for all supported formats. It may also be built with a variety of useful command-line utilities for data translation and processing. The classification chain also makes use of the related OpenGIS Simple Features Reference Implementation (OGR) library (which is part of the GDAL source tree), which provides a similar capability for simple features vector data.

The GDAL/OGR library is considered as major free software as it ensures the compatibility with numerous commercial software packages and allows reading and writing multiple common GIS formats.
formats. With regard to the NetCDF and GeoTIFF formats required in this CCI-LC project, both can be read by GDAL. However, the library processes GeoTIFF files more quickly and more efficiently than the NetCDF ones.

Since the input of the classification chain consists of 7-day surface reflectance 5°x5° NetCDF tiles, a first preliminary step of file format conversion (from NetCDF to GeoTIFF) thus needs to be operated. This is done using the “GDAL_Translate” function which allows converting raster data between different formats. It uses as parameters the output format (which is GeoTIFF in our case), the compression type, the image structure information and the names of the input and output files.

A second preliminary step consists in mosaicking the 5°x5° tiles in global raster files. This is achieved by running the “GDAL_Merge” function. “GDAL_Merge” allows appending several adjacent raster files together to form a unique raster file. It uses as parameters the name of the output file, the output format (which is GeoTIFF by default), the compression type, the image structure information and the names of the input tiles.

**Algorithm assumptions and limitations**

The “GDAL_Merge” function makes the hypotheses that all tiles share the same coordinate system and have a matching number of bands. In case of overlap between tiles, the last images have priority over earlier ones.

**Input and output data**

Input and output data associated with these two preliminary steps are described in Table 4-1. Associated parameters are presented in Table 4-2 and Table 4-3.

*Table 4-1: Input and output data for the format conversion and mosaicking procedure in the preliminary steps*

<table>
<thead>
<tr>
<th>DATA</th>
<th>DESCRIPTION</th>
<th>INTENT (IN, OUT, INOUT)</th>
<th>PHYSICAL UNIT</th>
<th>RANGE</th>
</tr>
</thead>
<tbody>
<tr>
<td>L3_7d_SR_&lt;n&gt;_mean_tiles</td>
<td>Aggregated 5°x5° tiles of surface reflectance in each band of the 7-day composites NetCDF format</td>
<td>IN</td>
<td>None</td>
<td>[0 ... 1]</td>
</tr>
<tr>
<td>L3_7d_SR_&lt;n&gt;_sigma_tiles</td>
<td>Aggregated 5°x5° tiles of uncertainties values on surface reflectance in each band of the 7-day composites NetCDF format</td>
<td>IN</td>
<td>None</td>
<td>[0 ... 0.5]</td>
</tr>
<tr>
<td>L3_7d_NDVI_mean_tiles</td>
<td>Aggregated 5°x5° tiles of NDVI of the 7-day composites NetCDF format</td>
<td>IN</td>
<td>None</td>
<td>[-1 ... 1]</td>
</tr>
<tr>
<td>DATA</td>
<td>DESCRIPTION</td>
<td>INTENT (IN, OUT, INOUT)</td>
<td>PHYSICAL UNIT</td>
<td>RANGE</td>
</tr>
<tr>
<td>-----------------------------</td>
<td>------------------------------------------------------------------------------------------------</td>
<td>-------------------------</td>
<td>----------------</td>
<td>-------------</td>
</tr>
<tr>
<td>L3_7d_NDVI_sigma_tiles</td>
<td>Aggregated 5°*5° tiles of uncertainty values on NDVI of the 7-day composites NetCDF format</td>
<td>IN</td>
<td>None</td>
<td>[0 ... 0.5]</td>
</tr>
<tr>
<td>L3_7d_Status_tiles</td>
<td>Aggregated 5°*5° tiles of pixel status associated with the surface reflectance in the 7-day composites NetCDF format</td>
<td>IN</td>
<td>None</td>
<td>[1 ... 7]</td>
</tr>
<tr>
<td>L3_7d_ValidCount_tiles</td>
<td>Aggregated 5°*5° tiles counting the contributing observations in the 7-day composites NetCDF format</td>
<td>IN</td>
<td>None</td>
<td>[1 ... 150]</td>
</tr>
<tr>
<td>L3_7d_LandCount_tiles</td>
<td>Aggregated 5°*5° tiles counting the number of land observations in the 7-day composites NetCDF format</td>
<td>IN</td>
<td>None</td>
<td>[0 ... 150]</td>
</tr>
<tr>
<td>L3_7d_WaterCount_tiles</td>
<td>Aggregated 5°*5° tiles counting the number of water observations in the 7-day composites NetCDF format</td>
<td>IN</td>
<td>None</td>
<td>[0 ... 150]</td>
</tr>
<tr>
<td>L3_7d_SnowIceCount_tiles</td>
<td>Aggregated 5°*5° tiles counting the number of snow and ice observations in the 7-day composites NetCDF format</td>
<td>IN</td>
<td>None</td>
<td>[0 ... 150]</td>
</tr>
<tr>
<td>L3_7d_CloudCount_tiles</td>
<td>Aggregated 5°*5° tiles counting the number of cloud observations in the 7-day composites NetCDF format</td>
<td>IN</td>
<td>None</td>
<td>[0 ... 150]</td>
</tr>
<tr>
<td>L3_7d_CloudShadowCount_tiles</td>
<td>Aggregated 5°*5° tiles counting the number of cloud shadow observations in the 7-day composites NetCDF format</td>
<td>IN</td>
<td>None</td>
<td>[0 ... 150]</td>
</tr>
<tr>
<td>DATA</td>
<td>DESCRIPTION</td>
<td>INTENT (IN, OUT, IN/OUT)</td>
<td>PHYSICAL UNIT</td>
<td>RANGE</td>
</tr>
<tr>
<td>---------------------</td>
<td>-----------------------------------------------------------------------------</td>
<td>---------------------------</td>
<td>---------------</td>
<td>-------------</td>
</tr>
<tr>
<td>L3_7d_SR_&lt;n&gt;_&lt;mean</td>
<td>Global raster of surface reflectance in each band of the 7-day composites GeoTiff format</td>
<td>OUT</td>
<td>None</td>
<td>[0 ... 1]</td>
</tr>
<tr>
<td></td>
<td>n = 1,..,15 (MERIS) // n = B0, B2, B3, MIR (SPOT-VGT)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L3_7d_SR_&lt;n&gt;_&lt;sigma</td>
<td>Global raster of uncertainties values on surface reflectance in each band of the 7-day composites GeoTiff format</td>
<td>OUT</td>
<td>None</td>
<td>[0 ... 0.5]</td>
</tr>
<tr>
<td></td>
<td>n = 1,..,15 (MERIS) // n = B0, B2, B3, MIR (SPOT-VGT)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L3_7d_NDVI_mean</td>
<td>Global raster of NDVI of the 7-day composites GeoTiff format</td>
<td>OUT</td>
<td>None</td>
<td>[-1 ... 1]</td>
</tr>
<tr>
<td>L3_7d_NDVI_sigma</td>
<td>Global raster of uncertainty values on NDVI of the 7-day composites GeoTiff format</td>
<td>OUT</td>
<td>None</td>
<td>[0 ... 0.5]</td>
</tr>
<tr>
<td>L3_7d_Status</td>
<td>Global raster of pixel status associated with the surface reflectance in the 7-day composites GeoTiff format</td>
<td>OUT</td>
<td>None</td>
<td>[1 ... 7]</td>
</tr>
<tr>
<td>L3_7d_ValidCount</td>
<td>Global raster counting the contributing observations in the 7-day composites GeoTiff format</td>
<td>OUT</td>
<td>None</td>
<td>[1 ... 150]</td>
</tr>
<tr>
<td>L3_7d_LandCount</td>
<td>Global raster counting the number of land observations in the 7-day composites GeoTiff format</td>
<td>OUT</td>
<td>None</td>
<td>[0 ... 150]</td>
</tr>
<tr>
<td>L3_7d_WaterCount</td>
<td>Global raster counting the number of water observations in the 7-day composites GeoTiff format</td>
<td>OUT</td>
<td>None</td>
<td>[0 ... 150]</td>
</tr>
<tr>
<td>L3_7d_SnowiceCount</td>
<td>Global raster counting the number of snow and ice observations in the 7-day composites GeoTiff format</td>
<td>OUT</td>
<td>None</td>
<td>[0 ... 150]</td>
</tr>
<tr>
<td>DATA</td>
<td>DESCRIPTION</td>
<td>INTENT (IN, OUT, INOUT)</td>
<td>PHYSICAL UNIT</td>
<td>RANGE</td>
</tr>
<tr>
<td>-------------------</td>
<td>------------------------------------------------------------------------------</td>
<td>-------------------------</td>
<td>---------------</td>
<td>-------------</td>
</tr>
<tr>
<td>L3_7d_CloudCount</td>
<td>Global raster counting the number of cloud observations in the 7-day composites GeoTiff format</td>
<td>OUT</td>
<td>None</td>
<td>[0 ... 150]</td>
</tr>
<tr>
<td>L3_7d_CloudShadowCount</td>
<td>Global raster counting the number of cloud shadow observations in the 7-day composites GeoTiff format</td>
<td>OUT</td>
<td>None</td>
<td>[0 ... 150]</td>
</tr>
</tbody>
</table>

Table 4-2: Parameters needed for running the format conversion procedure in the preliminary steps

<table>
<thead>
<tr>
<th>PARAMETERS</th>
<th>DESCRIPTION</th>
<th>INTENT (IN, OUT, INOUT)</th>
<th>FORMAT</th>
<th>RANGE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Format</td>
<td>Output format</td>
<td>IN</td>
<td>String</td>
<td>/</td>
</tr>
<tr>
<td>Compress</td>
<td>Compression type</td>
<td>IN</td>
<td>String</td>
<td>/</td>
</tr>
<tr>
<td>Interleave</td>
<td>Image structure information</td>
<td>IN</td>
<td>String</td>
<td>/</td>
</tr>
<tr>
<td>Tiled</td>
<td>Image structure information</td>
<td>IN</td>
<td>String</td>
<td>/</td>
</tr>
<tr>
<td>Input</td>
<td>Name of the input file</td>
<td>IN</td>
<td>String</td>
<td>/</td>
</tr>
<tr>
<td>Output</td>
<td>Name of the output file</td>
<td>IN</td>
<td>String</td>
<td>/</td>
</tr>
</tbody>
</table>

Table 4-3: Parameters needed for running the mosaicking procedure in the preliminary steps

<table>
<thead>
<tr>
<th>PARAMETERS</th>
<th>DESCRIPTION</th>
<th>INTENT (IN, OUT, INOUT)</th>
<th>FORMAT</th>
<th>RANGE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output</td>
<td>Name of the output file</td>
<td>IN</td>
<td>String</td>
<td>/</td>
</tr>
<tr>
<td>Compress</td>
<td>Compression type</td>
<td>IN</td>
<td>String</td>
<td>/</td>
</tr>
<tr>
<td>Interleave</td>
<td>Image structure information</td>
<td>IN</td>
<td>String</td>
<td>/</td>
</tr>
<tr>
<td>Tiled</td>
<td>Image structure information</td>
<td>IN</td>
<td>String</td>
<td>/</td>
</tr>
<tr>
<td>Tiles</td>
<td>Name of the input tiles</td>
<td>IN</td>
<td>String</td>
<td>/</td>
</tr>
</tbody>
</table>
4.2.2 Generation of seasonal composites

Global 7-day composites are composited into seasonal composites (i.e. composites characterized by longer compositing periods ranging from 1.5 months to 1 year) using the Mean Compositing (MC) algorithm [RD-72].

The compositing process aims at minimizing the cloud contamination and reducing variations in reflectance values due to image acquisition with varying geometries [RD-136]. The MC algorithm averages quality controlled reflectance values over the compositing period. It has proved to significantly reduce the BRDF and atmospheric artifacts while resulting in spatially homogeneous cloud-free composites with good radiometric consistency even in humid tropical regions [RD-72, RD-134 and RD-135]. In addition, MC algorithm does not require any model adjustment or additional parameterizations, hence contributing to the generalization and automation of the process.

The MC algorithm uses as input a set of superimposed 7-day composites included in a given time interval referred to as “compositing period”. The quality control of the reflectance values to composite has already been achieved in the pre-processing chain when generating the 7-day composites (see section 3.5). In this step of seasonal composites generation, the aggregation rule relies on the status associated with each pixel. On one hand, the aggregation is operated on pixels associated with a same status. On the other hand, rules exist to define the priorities between statuses. Priority is given to the “land” status and then, come the “snow”, “water” and “cloud” statuses in this sequence. The average is weighted by the number of observations associated with the selected status.

Based on these two principles, reflectance values from the 7-day composites are averaged by pixel and by band to generate the seasonal composite, as indicated in Figure 4-6.

![Figure 4-6: Mean compositing workflow to generate seasonal composites starting from 7-day composites](image)

The pixel status associated with the surface reflectance in the seasonal composite is recorded in a dedicated layer, as well as the contributing number of observations over the aggregation period.

Algorithm assumptions and limitations

None: the same processing chain is applicable to any type of satellite data and for any length of compositing period.

Input and output data

Input and output data associated with this compositing process are described in Table 4-4. Associated parameters are presented in Table 4-5.
Table 4-4: Input and output data of the seasonal composites generation in the preliminary steps

<table>
<thead>
<tr>
<th>DATA</th>
<th>DESCRIPTION</th>
<th>INTENT (IN, OUT, INOUT)</th>
<th>PHYSICAL UNIT</th>
<th>RANGE</th>
</tr>
</thead>
<tbody>
<tr>
<td>L3_7d_StartDate_EndDate_SR_&lt;n&gt;_mean</td>
<td>Global raster of surface reflectance in each band of the 7-day composites GeoTiff format</td>
<td>IN</td>
<td>None</td>
<td>[0 ... 1]</td>
</tr>
<tr>
<td>L3_7d_StartDate_EndDate_NDVI_mean</td>
<td>Global raster of NDVI of the 7-day composites GeoTiff format</td>
<td>IN</td>
<td>None</td>
<td>[-1 ... 1]</td>
</tr>
<tr>
<td>L3_StartDate_EndDate_7d_Status</td>
<td>Global raster of pixel status associated with the surface reflectance in the 7-day composites GeoTiff format</td>
<td>IN</td>
<td>None</td>
<td>[1 ... 7]</td>
</tr>
<tr>
<td>L3_7d_StartDate_EndDate_ValidCount</td>
<td>Global raster counting the contributing observations in the 7-day composites GeoTiff format</td>
<td>IN</td>
<td>None</td>
<td>[1...150]</td>
</tr>
<tr>
<td>LUT 1</td>
<td>Look-Up-Table describing the parameters for the seasonal compositing process (see Table 4-5)</td>
<td>IN</td>
<td>/</td>
<td>/</td>
</tr>
<tr>
<td>L3_&lt;sensor&gt;<em>StartDate_EndDate_SR</em>&lt;n&gt;</td>
<td>Global raster of surface reflectance in each bands of the seasonal composites GeoTiff format</td>
<td>OUT</td>
<td>None</td>
<td>[0 ... 1]</td>
</tr>
<tr>
<td>L3_&lt;sensor&gt;_StartDate_EndDate_NDVI</td>
<td>Global raster of NDVI of the seasonal composites GeoTiff format</td>
<td>OUT</td>
<td>None</td>
<td>[-1 ... 1]</td>
</tr>
<tr>
<td>L3_&lt;sensor&gt;_StartDate_EndDate_Status</td>
<td>Global raster of pixel status associated with the surface reflectance in the seasonal composites GeoTiff format</td>
<td>OUT</td>
<td>None</td>
<td>[1 ... 7]</td>
</tr>
</tbody>
</table>
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### DATA

<table>
<thead>
<tr>
<th>DATA</th>
<th>DESCRIPTION</th>
<th>INTENT (IN, OUT, INOUT)</th>
<th>PHYSICAL UNIT</th>
<th>RANGE</th>
</tr>
</thead>
<tbody>
<tr>
<td>L3_&lt;sensor&gt;_StartDate_EndDate_NOBS</td>
<td>Global raster counting the contributing observations in the seasonal composites GeoTiff format</td>
<td>OUT</td>
<td>None</td>
<td>[0 ... 500]</td>
</tr>
</tbody>
</table>

sensor = FR for MERIS FR, RR for MERIS RR, VGT for SPOT-VGT

### Table 4-5: Parameters needed in the seasonal composites generation in the preliminary steps (seasonal composites generation) contained in LUT 1

<table>
<thead>
<tr>
<th>PARAMETERS</th>
<th>DESCRIPTION</th>
<th>INTENT (IN, OUT, INOUT)</th>
<th>FORMAT</th>
<th>RANGE</th>
</tr>
</thead>
<tbody>
<tr>
<td>StartDate_Ni</td>
<td>Number of the 7-day composite which marks the start of the seasonal composite i</td>
<td>IN</td>
<td>Short</td>
<td>[1 ... 52]</td>
</tr>
<tr>
<td>StartDate_Si</td>
<td>Date which marks the start of the seasonal composite i</td>
<td>IN</td>
<td>Date (YYYYMMDD)</td>
<td></td>
</tr>
<tr>
<td>EndDate_Ni</td>
<td>Number of the 7-day composite which marks the end of the seasonal composite i</td>
<td>IN</td>
<td>Short</td>
<td>[1 ... 52]</td>
</tr>
<tr>
<td>EndDate_Ni</td>
<td>Date which marks the end of the seasonal composite i</td>
<td>IN</td>
<td>Date (YYYYMMDD)</td>
<td></td>
</tr>
</tbody>
</table>

### 4.2.3 Preparation of the reference land cover database

A key auxiliary dataset in the classification chain, for the spectral algorithms, is a global reference land cover database. The reference database consists of a set of existing global, regional and local land cover maps which have been selected as the most accurate ones available for a given region, with the highest spatial resolution and with a CCI-compatible legend.

Each dataset is re-projected, re-sampled and translated into the CCI-LC legend, generating a set of GeoTiff intermediate products. These operations are performed with the ArcGIS software, using three different toolboxes: “Project_Raster”, “Resample” and “Reclassify”. The generated intermediate products are finally merged, using the “Raster_Calculator” toolbox, to constitute the final reference land cover database (Figure 4-7). The set of original maps and of intermediate products are documented in the IODD [AD 11].
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Figure 4-7: Logical flow for generation of the reference land cover database

The “Reclassify” toolbox changes the values in a raster. It uses as parameters the field denoting the values that will be reclassified, the conversion table specifying how to reclassify values of the input raster and the information denoting whether missing values in the conversion table retain their value or get mapped to NoData.

The “Project_Raster” toolbox transforms a raster dataset from one projection to another. It uses as parameters the output raster name and format (which is GeoTiff in our case), the output coordinate system (which is a Plate-Carrée in our case) and the transformation method used between two geographic systems or datums.

The “Resample” toolbox alters the raster dataset by changing the cell size and resampling method. It uses as parameters the output raster name and format (which is GeoTiff in our case), the cell size for the new raster dataset and the resampling algorithm to be used.

The “Raster_Calculator” toolbox builds and executes a single map algebra expression using Python syntax in a calculator-like interface. It uses as parameters the map algebra expression allowing combining the different maps in a single final one.

Input and output data

Input and output data associated with the “Reclassify”, “Project_Raster” and “Resample” toolboxes are presented in Table 4-6. Associated parameters are presented in Table 4-7.
Table 4-6: Input and output data for the “Reclassify”, “Project_Raster” and “Resample” toolboxes in the preliminary step preparing the reference land cover database

<table>
<thead>
<tr>
<th>DATA</th>
<th>DESCRIPTION</th>
<th>INTENT (IN, OUT, INOUT)</th>
<th>PHYSICAL UNIT</th>
<th>RANGE</th>
</tr>
</thead>
<tbody>
<tr>
<td>OriginalMap_&lt;n&gt;</td>
<td>Original land cover map as a raster file</td>
<td>IN</td>
<td>None</td>
<td>[0 ... 255]</td>
</tr>
<tr>
<td>OriginalMap_&lt;n&gt;_CCI</td>
<td>Original land cover map translated into the CCI LCCS legend as a GeoTiff raster file</td>
<td>INOUT</td>
<td>None</td>
<td>[0 ... 255]</td>
</tr>
<tr>
<td>OriginalMap_&lt;n&gt;_CCI_WGS84</td>
<td>Original land cover map translated into the CCI LCCS legend and projected in the Plate-Carrée projection as a GeoTiff raster file</td>
<td>INOUT</td>
<td>None</td>
<td>[0 ... 255]</td>
</tr>
<tr>
<td>OriginalMap_&lt;n&gt;_CCI_WGS84_300m</td>
<td>Original land cover map translated into the CCI LCCS legend, projected in the Plate-Carrée projection and resampled at 300m as a GeoTiff raster file</td>
<td>OUT</td>
<td>None</td>
<td>[0 ... 255]</td>
</tr>
</tbody>
</table>

Table 4-7: Parameters needed for running the “Reclassify”, “Project_Raster” and “Resample” toolboxes in the preliminary step preparing the reference land cover database

<table>
<thead>
<tr>
<th>PARAMETERS</th>
<th>DESCRIPTION</th>
<th>INTENT (IN, OUT, INOUT)</th>
<th>FORMAT</th>
<th>RANGE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reclass_Field</td>
<td>Field containing the raster values to modify</td>
<td>IN</td>
<td>String</td>
<td>/</td>
</tr>
<tr>
<td>Remap</td>
<td>Table associating old raster values to new values</td>
<td>IN</td>
<td>String</td>
<td>/</td>
</tr>
<tr>
<td>Missing_Values</td>
<td>Information about how dealing with missing values in the reclassification table</td>
<td>IN</td>
<td>Boolean</td>
<td>[DATA, NODATA]</td>
</tr>
<tr>
<td>Out_coor_system</td>
<td>Output coordinate System</td>
<td>IN</td>
<td>String</td>
<td>/</td>
</tr>
<tr>
<td>Geographic_transform</td>
<td>Transformation method used between two geographic systems or datums (optional when the input and output coordinate systems have the same datum)</td>
<td>IN</td>
<td>String</td>
<td>/</td>
</tr>
<tr>
<td>Cell_size</td>
<td>Cell size for the new raster dataset</td>
<td>IN</td>
<td>Short</td>
<td>/</td>
</tr>
<tr>
<td>Resampling_Type</td>
<td>Resampling algorithm to be used</td>
<td>IN</td>
<td>String</td>
<td>/</td>
</tr>
</tbody>
</table>
PARAMETERS | DESCRIPTION | INTENT (IN, OUT, INOUT) | FORMAT | RANGE
--- | --- | --- | --- | ---
Out_raster | Output raster name and format | IN | String | /

Input and output data associated with the “Raster_Calculator” toolbox are presented in Table 4-8. Associated parameters are presented in Table 4-9.

Table 4-8: Input and output data for the “Raster_Calculator” toolbox in the preliminary step preparing the reference land cover database

| DATA | DESCRIPTION | INTENT (IN, OUT, INOUT) | PHYSICAL UNIT | RANGE |
--- | --- | --- | --- | ---
OriginalMap_<n>_CCI_WGS84_300m | Original land cover maps translated into the CCI LCCS legend, projected in the Plate-Carrée projection and resampled at 300m as a GeoTiff raster file | IN | None | [0 ... 255] |
ReferenceLC_CCI | Reference land cover database, as a GeoTiff raster file | OUT | None | [0 ... 255] |

Table 4-9: Parameters needed for running the “Raster_Calculator” toolbox in the preliminary step preparing the reference land cover database

| PARAMETERS | DESCRIPTION | INTENT (IN, OUT, INOUT) | FORMAT | RANGE |
--- | --- | --- | --- | ---
Expression | Map Algebra expression defining how to combine the different raster files used as input | IN | String | / |

The LUT 2 describing the CCI land cover legend based on the Land Cover Classification System (LCCS) is presented hereafter in Table 4-10. It includes the parameters describing the CCI LCCS land cover legend and contains the following fields:

- **NB_LAB**, which lists the numbers (IDs) ranging between 0 and 255 and corresponding to each LCCS land cover class;
- **LABEL**, which gives the names of each LCCS land cover class;
- **R, G and B**, which provide the red, green and blue components (from 0 to 255) of the color codes associated with each LCCS land cover class.
Table 4-10: Parameters describing the CCI LCCS land cover legend (contained in LUT 2)

<table>
<thead>
<tr>
<th>NB_MACRO</th>
<th>LABEL</th>
<th>R</th>
<th>G</th>
<th>B</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>No data</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>10</td>
<td>Cropland, rainfed</td>
<td>255</td>
<td>255</td>
<td>100</td>
</tr>
<tr>
<td>11</td>
<td>Cropland, rainfed, herbaceous cover</td>
<td>255</td>
<td>255</td>
<td>100</td>
</tr>
<tr>
<td>12</td>
<td>Cropland, rainfed, shrub and tree cover</td>
<td>255</td>
<td>255</td>
<td>0</td>
</tr>
<tr>
<td>20</td>
<td>Cropland, irrigated or post-flooding</td>
<td>170</td>
<td>240</td>
<td>240</td>
</tr>
<tr>
<td>30</td>
<td>Mosaic cropland (&gt;50%) / natural vegetation (tree, shrub, herbaceous cover) (&lt;50%)</td>
<td>220</td>
<td>240</td>
<td>100</td>
</tr>
<tr>
<td>40</td>
<td>Mosaic natural vegetation (tree, shrub, herbaceous cover) (&gt;50%) / cropland (&lt;50%)</td>
<td>200</td>
<td>200</td>
<td>100</td>
</tr>
<tr>
<td>50</td>
<td>Tree cover, broadleaved, evergreen, closed to open (&gt;15%)</td>
<td>0</td>
<td>100</td>
<td>0</td>
</tr>
<tr>
<td>60</td>
<td>Tree cover, broadleaved, deciduous, closed to open (&gt;15%)</td>
<td>0</td>
<td>160</td>
<td>0</td>
</tr>
<tr>
<td>61</td>
<td>Tree cover, broadleaved, deciduous, closed (&gt;40%)</td>
<td>0</td>
<td>160</td>
<td>0</td>
</tr>
<tr>
<td>62</td>
<td>Tree cover, broadleaved, deciduous, open (15-40%)</td>
<td>170</td>
<td>200</td>
<td>0</td>
</tr>
<tr>
<td>70</td>
<td>Tree cover, needleleaved, evergreen, closed to open (&gt; 15%)</td>
<td>0</td>
<td>60</td>
<td>0</td>
</tr>
<tr>
<td>71</td>
<td>Tree cover, needleleaved, evergreen, closed (&gt;40%)</td>
<td>0</td>
<td>60</td>
<td>0</td>
</tr>
<tr>
<td>72</td>
<td>Tree cover, needleleaved, evergreen, open (15-40%)</td>
<td>0</td>
<td>80</td>
<td>0</td>
</tr>
<tr>
<td>80</td>
<td>Tree cover, needleleaved, deciduous, closed to open (&gt; 15%)</td>
<td>40</td>
<td>80</td>
<td>0</td>
</tr>
<tr>
<td>81</td>
<td>Tree cover, needleleaved, deciduous, closed (&gt;40%)</td>
<td>40</td>
<td>80</td>
<td>0</td>
</tr>
<tr>
<td>82</td>
<td>Tree cover, needleleaved, deciduous, open (15-40%)</td>
<td>40</td>
<td>100</td>
<td>0</td>
</tr>
<tr>
<td>90</td>
<td>Tree cover, mixed leaf type (broadleaved and needleleaved)</td>
<td>120</td>
<td>130</td>
<td>0</td>
</tr>
<tr>
<td>100</td>
<td>Mosaic tree and shrub (&gt;50%) / herbaceous cover (&lt; 50%)</td>
<td>140</td>
<td>160</td>
<td>0</td>
</tr>
<tr>
<td>110</td>
<td>Mosaic herbaceous cover (&gt;50%) / tree and shrub (&lt;50%)</td>
<td>190</td>
<td>150</td>
<td>0</td>
</tr>
<tr>
<td>120</td>
<td>Shrubland</td>
<td>150</td>
<td>100</td>
<td>0</td>
</tr>
<tr>
<td>130</td>
<td>Grassland</td>
<td>255</td>
<td>180</td>
<td>0</td>
</tr>
<tr>
<td>140</td>
<td>Lichens and mosses</td>
<td>255</td>
<td>180</td>
<td>0</td>
</tr>
<tr>
<td>150</td>
<td>Sparse vegetation (tree, shrub, herbaceous cover)</td>
<td>255</td>
<td>235</td>
<td>175</td>
</tr>
<tr>
<td>160</td>
<td>Tree cover, flooded, fresh or brakish water</td>
<td>0</td>
<td>120</td>
<td>90</td>
</tr>
<tr>
<td>170</td>
<td>Tree cover, flooded, saline water</td>
<td>0</td>
<td>150</td>
<td>120</td>
</tr>
<tr>
<td>180</td>
<td>Shrub or herbaceous cover, flooded, fresh-saline or brakish water</td>
<td>0</td>
<td>220</td>
<td>130</td>
</tr>
<tr>
<td>190</td>
<td>Urban</td>
<td>195</td>
<td>20</td>
<td>0</td>
</tr>
<tr>
<td>200</td>
<td>Bare areas</td>
<td>255</td>
<td>245</td>
<td>215</td>
</tr>
<tr>
<td>210</td>
<td>Water</td>
<td>0</td>
<td>70</td>
<td>200</td>
</tr>
</tbody>
</table>
4.2.4 Preparation of the stratification layer

Using an a priori stratification in the land cover mapping processing chain allows increasing the classification algorithms performance but, at the same time, can also induce local artefacts in the final map [AD 8]. It has therefore to be used with cautions. The location of strata limits has to be decided in order to separate regions characterized by different climatic conditions, seasonal behaviours and remote sensing conditions. Figure 4-8 illustrates the GlobCover stratification layer, in which strata were delineated manually and which is used as starting point in this project.

![Figure 4-8: GlobCover stratification, made of 22 equal-reasoning areas](image)

The LUT 3 describing the 22 strata included in the GlobCover stratification layer is presented hereafter in Table 4-11. It contains the following fields:

- **NB_ST**, which lists the numbers (IDs) ranging between 1 and 22 and corresponding to each equal-reasoning area;

- **Name_ST**, which gives the names of each equal-reasoning area.

<table>
<thead>
<tr>
<th>NB_ST</th>
<th>NAME_ST</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Polar areas</td>
</tr>
<tr>
<td>2</td>
<td>Canada</td>
</tr>
<tr>
<td>3</td>
<td>US</td>
</tr>
<tr>
<td>4</td>
<td>Central-America</td>
</tr>
<tr>
<td>5</td>
<td>Amazon</td>
</tr>
</tbody>
</table>
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The CCI-LC stratification layer is designed to be an improved version of the GlobCover stratification layer in the sense that some strata limits have been adjusted to make them less visible in the final map³.

GlobCover strata limits (i.e. strata limits delineated manually) are retained over sharp interfaces and over bare areas. Where strata limits need to be located in regions with continuous vegetation, a segmentation procedure is applied to exactly locate the limit according to the spectral, temporal and textural properties of the image to classify. The segmentation procedure is performed using the e-Cognition software. For each strata limit, two successive segmentation algorithms are applied to the seasonal composites that have been defined to classify the two strata of interest.

First, a multiresolution segmentation algorithm is applied, which is based on a bottom-up region-merging technique [RD-99]. One-pixel objects are grouped according to an optimization function that specifies $h_{\text{scale},v}$, the maximal admissible within-object heterogeneity in terms of spectral and spatial properties (eq. 4-1):

\[ h_{\text{scale},v} \]

³ In this current version (land cover maps Epoch 1 V1.1, Epoch 2 V1.0 and Epoch 3 V1.0), no refinement has been made for the stratification. We used the same approach than in GlobCover. It is planned to improve this step in a future update of the products.
where $h_{\text{spectral}}$ measures the spectral variability of the object; $h_{\text{spatial}}$ characterizes the object shape and $w_{\text{spectral}}$ inversely weights $h_{\text{spectral}}$ and $h_{\text{spatial}}$. The merging procedure continues until the within-object heterogeneity exceeds the user-defined threshold $h_{\text{scale}}$.

The multiresolution segmentation algorithm uses as main parameter the scale parameter, which is a kind of homogeneity criterion. It is indeed used to determine the upper limit for a permitted change of heterogeneity throughout the segmentation process. The scale parameter determines the average image object size: higher values for the scale parameter resulting in larger image objects and smaller values in smaller image objects.

The homogeneity criterion of the multiresolution segmentation algorithm measures how homogeneous or heterogeneous an image object is within itself. The homogeneity criterion is calculated as a combination of color and shape properties of both the initial and the resulting image objects of the intended merging. The color homogeneity is based on the standard deviation of the spectral colors and the shape homogeneity is based on the deviation of a compact or a smooth shape. The homogeneity criterion can be customized by weighting shape and compactness criteria, which are two additional parameters to define.

A spectral difference segmentation algorithm is then applied on the objects defined by the multi-resolution segmentation process. This segmentation algorithm merge neighboring image objects if the difference between their layer mean intensities is below the value given by the maximum spectral difference threshold. It is designed to refine existing segmentation results, by merging spectrally similar image objects produced by previous segmentations and therefore is a bottom-up segmentation. It uses as parameter the maximum spectral difference threshold.

**Input and output data**

Input and output data associated with the segmentation procedure are presented in Table 4-12. Associated parameters (LUT 4) are presented in Table 4-13. The seasonal compositing periods associated with each stratum in the classification chain (LUT 5) are presented in Table 4-14.

<table>
<thead>
<tr>
<th>DATA</th>
<th>DESCRIPTION</th>
<th>INTENT (IN, OUT, INOUT)</th>
<th>PHYSICAL UNIT</th>
<th>RANGE</th>
</tr>
</thead>
<tbody>
<tr>
<td>L3_&lt;sensor&gt;<em>StartDate_EndDate_SR</em>&lt;n&gt; n = 1,..,15 (MERIS) // n = B0, B2, B3, MIR (SPOT-VGT) sensor = FR for MERIS FR, RR for MERIS RR, VGT for SPOT-VGT</td>
<td>Global raster of surface reflectance in each bands of the seasonal composites GeoTiff format</td>
<td>IN</td>
<td>None</td>
<td>[0 ... 1]</td>
</tr>
<tr>
<td>LUT 4</td>
<td>LUT specifying the input parameters of the segmentation procedure (see Table 4-13)</td>
<td>IN</td>
<td>None</td>
<td>[0 ... 1]</td>
</tr>
</tbody>
</table>
DATA | DESCRIPTION | INTENT (IN, OUT, INOUT) | PHYSICAL UNIT | RANGE |
---|---|---|---|---|
LUT 5 | LUT specifying the seasonal composites to use in the segmentation procedure (those defined to classify the two strata of interest) (see Table 4-14) | IN | None | [0 ... 1] |
Stratification_ST<a>_ST<b> | Stratification layer, a and b being the 2 strata ID to separate | OUT | None | [0 ... 255] |

Table 4-13: Parameters needed for the segmentation procedure run in the preliminary step preparing the stratification layer (contained in LUT 4)

<table>
<thead>
<tr>
<th>PARAMETERS</th>
<th>DESCRIPTION</th>
<th>INTENT (IN, OUT, INOUT)</th>
<th>FORMAT</th>
<th>RANGE</th>
</tr>
</thead>
</table>
Limit | List of all possible limits between adjacent strata | IN | String | / |
NB_STa | ID of the first adjacent stratum (see LUT 3 presented in Table 4-11) | IN | Short | [1 ... 22] |
NB_STb | ID of the second adjacent stratum (see LUT 3 presented in Table 4-11) | IN | Short | [1 ... 22] |
Segm | Stratification method (manual or segmentation-based) for each strata limit, expressed as a boolean expression (1 indicating that a segmentation needs to be applied) | IN | Boolean | [0 1] |
SP (for Scale Parameter) | Homogeneity criterion used to determine the upper limit for a permitted change of heterogeneity throughout the multiresolution segmentation process | IN (multiresolution) | Short | / |
Shape criterion | Shape homogeneity, based on the deviation of a compact or a smooth shape. The definition of this parameter automatically defines the color property since color and shape criteria shall sum up to 1. | IN (multiresolution) | Short | [0 ... 1] |
Compactness criterion | Refinement of the shape criterion, by defining its compact character. It automatically defines its smooth character since compactness and smoothness criteria shall sum up to 1 | IN (multiresolution) | Short | [0 ... 1] |
W1 | Specifies the weight of the different spectral channels in the multiresolution segmentation procedure | IN (multiresolution) | Short | [0 ... 1] |
### 4.3 Detailed processing scheme of the multi-year approach

As introduced in the classification logical models (4.1.3), it has been decided to use several years of Earth Observation dataset to generate a land cover map with the aim of increasing the products accuracy and stability. More precisely, the CCI-LC project will deliver land cover maps representative of 5-year epochs: 1998-2002, 2003-2007 and 2008-2012 [AD 4]. The developed methodology plans to derive these 3 maps from a “baseline” land cover map generated using the full MERIS archive (i.e. 10 years of data from 2003 to 2012).

Two different strategies have been developed to integrate multiple years of EO data in the land cover chain (see Figure 4-3 in section 4.1.3).

The first strategy (hereafter referred to as “MY_S1” for “Multi-Year Strategy 1”) makes use of the multi-year dataset to increase the quality of the composites to classify. Several years are combined during the seasonal compositing procedure and each multi-year seasonal composite then serves as input to the classification chain, which is run only once to directly produce the multi-year land cover product. In this way, the “CLASSIF1” and “CLASSIF2” in Figure 4-1 thus stand for a multi-year product “CLASSIF1_MY” and “CLASSIF2_MY”.

In the second strategy (hereafter referred to as “MY_S2” for “Multi-Year Strategy 2”), the multiple years are combined at the end of the classification chain, at the level of the land cover products. The supervised and unsupervised classification algorithms are run once for each year of interest, resulting in a single multi-year product.
in multiple annual land cover product (CLASSIF1_SY and CLASSIF2_SY in Figure 4-1). The multiple single-year products are then combined in a multi-year land cover map “CLASSIF1_MY” and “CLASSIF2_MY” according to specific aggregation rules.

According to the stratum, either strategy 1 or 2 is applied (Table 4-15). Indeed, each equal-reasoning area represents specific climatic conditions, seasonal behaviours and remote sensing conditions and this influence the performance of both strategies. The main advantage of strategy 1 is to increase the quality of the composites to classify. It is therefore applied in strata where the data coverage and quality is poorer due to rather long snow and cloud periods. Conversely, in regions where the data coverage and quality is not problematic, the strategy 2 is applied since it allows better accounting for the inter-annual variability.

Table 4-15: Definition of the multi-year strategy for the spectral classification (contained in LUT 6)

<table>
<thead>
<tr>
<th>NB_ST</th>
<th>NAME_ST</th>
<th>MY_STRATEGY</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Polar areas</td>
<td>MY_S1</td>
</tr>
<tr>
<td>2</td>
<td>Canada</td>
<td>MY_S1</td>
</tr>
<tr>
<td>3</td>
<td>US</td>
<td>MY_S2</td>
</tr>
<tr>
<td>4</td>
<td>Central-America</td>
<td>MY_S1</td>
</tr>
<tr>
<td>5</td>
<td>Amazon</td>
<td>MY_S1</td>
</tr>
<tr>
<td>6</td>
<td>South-America</td>
<td>MY_S2</td>
</tr>
<tr>
<td>7</td>
<td>North-west Eurasia</td>
<td>MY_S1</td>
</tr>
<tr>
<td>8</td>
<td>North-east Eurasia</td>
<td>MY_S1</td>
</tr>
<tr>
<td>9</td>
<td>Eurasia</td>
<td>MY_S2</td>
</tr>
<tr>
<td>10</td>
<td>England</td>
<td>MY_S2</td>
</tr>
<tr>
<td>11</td>
<td>Mediterranea</td>
<td>MY_S2</td>
</tr>
<tr>
<td>12</td>
<td>Africa desert</td>
<td>MY_S2</td>
</tr>
<tr>
<td>13</td>
<td>North-Africa</td>
<td>MY_S2</td>
</tr>
<tr>
<td>14</td>
<td>Central Africa</td>
<td>MY_S1</td>
</tr>
<tr>
<td>15</td>
<td>South-Africa</td>
<td>MY_S2</td>
</tr>
<tr>
<td>16</td>
<td>Madagascar</td>
<td>MY_S1</td>
</tr>
<tr>
<td>17</td>
<td>Asia desert</td>
<td>MY_S2</td>
</tr>
<tr>
<td>18</td>
<td>South-east Asia</td>
<td>MY_S2</td>
</tr>
<tr>
<td>19</td>
<td>Japan</td>
<td>MY_S1</td>
</tr>
<tr>
<td>20</td>
<td>Indonesia</td>
<td>MY_S1</td>
</tr>
<tr>
<td>21</td>
<td>Australia</td>
<td>MY_S2</td>
</tr>
</tbody>
</table>
For strata concerned by the MY_S1, an additional preliminary step is required, which consists in generating the multi-year seasonal composites. For strata concerned by the MY_S2, there is no additional preliminary step but the classification algorithms have to be run multiple times (one for each year of interest) and the multiple single-year land cover maps have to be aggregated in a multi-year land cover map. These two procedures are detailed hereafter.

These operations are run for 4 multi-year periods: the 1998-2002 period for generating the 2000 epoch map (using SPOT-VGT data), the 2003-2007 period for generating the 2005 epoch map (using MERIS data), the 2008-2012 period for generating the 2010 epoch map (using MERIS data) and the 2003-2012 period for generating the baseline map.

4.3.1 MY_S1 – Generation of multi-year seasonal composites

Single-year seasonal composites are aggregated into multi-year seasonal composites through an average operation weighted by the number of observations.

The aggregation is operated on a pixel basis and with pixels associated with a same status. Priority is given to the “land” status and then, come the “snow”, “water” and “cloud” statuses in this sequence. Pixel status has been recorded in a specific flag band named “L3_StartDate_EndDate_NOBS” during the single-year seasonal composite generation (see section 4.2.2). In addition, the average is weighted by the number of valid observations associated with each single-year seasonal composites (information stored in a specific flag band named “L3_StartDate_EndDate_NOBS” – see section 4.2.2)

*Algorithm assumptions and limitations*

None: the same processing chain is applicable to any type of satellite data and for any length of compositing period.

*Input and output data*

Input and output data associated with this compositing process are described in Table 4-16. Associated parameters are presented in Table 4-17.
### Table 4-16: Input and output data of the multi-year seasonal composites generation (multi-year approach)

<table>
<thead>
<tr>
<th>DATA</th>
<th>DESCRIPTION</th>
<th>INTENT (IN, OUT, INOUT)</th>
<th>PHYSICAL UNIT</th>
<th>RANGE</th>
</tr>
</thead>
<tbody>
<tr>
<td>L3_&lt;sensor&gt;<em>StartDate_EndDate_SR</em>&lt;n&gt;</td>
<td>Global raster of surface reflectance in each band of the single-year seasonal composites (year information being included in the Date fields GeoTiff format)</td>
<td>IN</td>
<td>None</td>
<td>[0 ... 1]</td>
</tr>
<tr>
<td>sensor = FR for MERIS FR, RR for MERIS RR, VGT for SPOT-VGT</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L3_&lt;sensor&gt;_StartDate_EndDate_Status</td>
<td>Global raster of pixel status associated with the surface reflectance in the single-year seasonal composites GeoTiff format</td>
<td>IN</td>
<td>None</td>
<td>[1 ... 7]</td>
</tr>
<tr>
<td>sensor = FR for MERIS FR, RR for MERIS RR, VGT for SPOT-VGT</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L3_&lt;sensor&gt;_StartDate_EndDate_NOBS</td>
<td>Global raster counting the contributing observations in the single-year seasonal composites GeoTiff format</td>
<td>IN</td>
<td>None</td>
<td>[0 ... 500]</td>
</tr>
<tr>
<td>sensor = FR for MERIS FR, RR for MERIS RR, VGT for SPOT-VGT</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LUT 6</td>
<td>Look-Up-Table indicating which strata require the generation of multi-year seasonal composites (see Table 4-15)</td>
<td>IN</td>
<td>/</td>
<td>/</td>
</tr>
<tr>
<td>LUT 5</td>
<td>Look-Up-Table indicating the seasonal compositing periods associated with each stratum in the classification chain (see Table 4-14)</td>
<td>IN</td>
<td>/</td>
<td>/</td>
</tr>
<tr>
<td>LUT 7</td>
<td>Look-Up-Table indicating the start and end years of each epoch (see Table 4-17)</td>
<td>IN</td>
<td>/</td>
<td>/</td>
</tr>
<tr>
<td>L3_&lt;sensor&gt;_MY_StartYear_EndYear <em>StartMonthDay_EndMonthDay_SR</em>&lt;n&gt;</td>
<td>Global raster of surface reflectance in each band of the multi-year seasonal composites GeoTiff format</td>
<td>OUT</td>
<td>None</td>
<td>[0 ... 1]</td>
</tr>
<tr>
<td>sensor = FR for MERIS FR, RR for MERIS RR, VGT for SPOT-VGT</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
DATA | DESCRIPTION | INTENT (IN, OUT, INOUT) | PHYSICAL UNIT | RANGE  
--- | --- | --- | --- | ---  
L3_<sensor>_MY_StartYear_EndYear _StartMonthDay_EndMonthDay_Status sensor = FR for MERIS FR, RR for MERIS RR, VGT for SPOT-VGT | Global raster of pixel status associated with the surface reflectance in the multi-year seasonal composites GeoTiff format | OUT | None | [1 ... 7]  
L3_<sensor>_MY_StartYear_EndYear _StartMonthDay_EndMonthDay_NOBS sensor = FR for MERIS FR, RR for MERIS RR, VGT for SPOT-VGT | Global raster counting the contributing observations in the multi-year seasonal composites GeoTiff format | OUT | None | [0 ... 500]  

Table 4-17: Parameters needed in the multi-year seasonal composites generation (contained in LUT 7)

| PARAMETERS | DESCRIPTION | INTENT (IN, OUT, INOUT) | FORMAT | RANGE  
--- | --- | --- | --- | ---  
StartYear | Start year of the multi-year period | IN | Date (YYYY) | [1998 ... 2012]  
EndYear | End year of the multi-year period | IN | Date (YYYY) | [1998 ... 2012]  

4.3.2 MY_S2 – Aggregation of single-year land cover maps

A superposition between the single-year land cover products (raster files CLASSIF1_<Year> or CLASSIF2_<Year>) is operated. For each pixel, a histogram of class frequency is computed, which is then interpreted according to several decision rules. As a result, a multi-year land cover class (i.e. a unique class number NB_LAB and name LABEL) is associated with each pixel and an output multi-year land cover product (raster file CLASSIF1_MY or CLASSIF2_MY) is generated.

The histogram interpretation process also associates each pixel with an ambiguity code (CODE_MY) that quantifies the frequency of occurrence of the land cover class (NB_LAB and LABEL) finally associated with the pixel according to the decision rules. This code can stand for an indicator of the land cover label.

Input and output data

Input and output data associated with the aggregation of single-year land cover maps are described in Table 4-18.
Table 4-18: Input and output data of the aggregation of single-year land cover maps (multi-year approach)

<table>
<thead>
<tr>
<th>DATA</th>
<th>DESCRIPTION</th>
<th>INTENT (IN, OUT, INOUT)</th>
<th>PHYSICAL UNIT</th>
<th>RANGE</th>
</tr>
</thead>
<tbody>
<tr>
<td>L4_&lt;NB_ST&gt;<em>CLASSIF1</em>&lt;Year&gt;</td>
<td>Raster at the stratum level resulting from the spectral classification</td>
<td>IN</td>
<td>None</td>
<td>[0 ... 255]</td>
</tr>
<tr>
<td></td>
<td>algorithm run on single-year seasonal composites, where each pixel is</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>associated with a land cover class ID (NB_LAB)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LUT 2</td>
<td>Look-Up-Table describing the CCI LCCS land cover legend (see Table 4-10)</td>
<td>IN</td>
<td>/</td>
<td>/</td>
</tr>
<tr>
<td>L4_&lt;NB_ST&gt;_CLASSIF1_Histo</td>
<td>Text file (one for each equal-reasoning area) containing for each pixel</td>
<td>INOUT</td>
<td>Long</td>
<td>[0 ... 100]</td>
</tr>
<tr>
<td></td>
<td>the land cover classes frequency</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L4_&lt;NB_ST&gt;_CLASSIF1_MY</td>
<td>Land cover map resulting from the aggregation of single-year spectral</td>
<td>OUT</td>
<td>None</td>
<td>[0 ... 255]</td>
</tr>
<tr>
<td></td>
<td>land cover maps, where each pixel is associated with a land cover class</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>through an ID (see Table 4-10)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CODE_MY</td>
<td>Frequency of a same land cover class observed over the multiple aggregated</td>
<td>OUT</td>
<td>None</td>
<td>0 ... 10</td>
</tr>
<tr>
<td></td>
<td>years, thus reflecting, at the pixel level, the reliability of the</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>CLASSIF1_MY or CLASSIF2_MY</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

4.4 Detailed processing scheme of the multi-sensor approach

The development of a multi-sensor approach is required by (i) the lack of acquisition in the MERIS FR acquisition mode and (ii) the temporal coverage of the MERIS sensor limited to the 10 year-period from 2003 to 2012.

4.4.1 Increasing MERIS FR spatial coverage

Using images acquired in the MERIS RR mode is considered as the most convenient approach to deal with a possible lack of MERIS FR acquisitions. Indeed, MERIS FR and RR time series are acquired by the same sensor on the same satellite, with the difference that FR data are less regularly downlinked. In any cases, it must obey to the following consideration: priority is given to the best available EO information and therefore, the merging between MERIS FR and RR is not systematic. In other terms, where and when the coverage of the MERIS FR dataset is high enough to allow producing consistent land cover maps, MERIS RR should not be used.
The merging between MERIS FR and RR dataset is needed where there are gaps in the MERIS FR seasonal composites (i.e. where the number of MERIS FR available observation is null). The merging is operated at the land cover map level, meaning that the classification chain is run for the MERIS FR and RR time series independently.

4.4.2 Increasing MERIS temporal coverage

In order to generate the 2000 epoch land cover map, SPOT-VGT time series need to be used. 5 years of SPOT-VGT time series from 1998 to 2002 are used to “update” the reference baseline and derive the 2000 epoch.

All preliminary and classification steps (including the multi-year approach) are applied to these 5 years of data.

4.5 Detailed processing scheme of the classification chain

As introduced in the introduction about classification logical models (section 4.1), the classification process in itself is organised in 4 major processing steps (Figure 4-1), which rely on data generated in the preliminary steps (seasonal composites, reference land cover database and stratification layers). The algorithms run independently for each equal-reasoning area with specific parameters.

In addition, the multi-year and multi-sensor approaches developed to increase the land cover products accuracy and stability over time require the application of additional preliminary steps in order to prepare multi-year seasonal composites from MERIS FR and RR and SPOT-VGT sensors. It also requires running additional steps during the classification process in itself and in particular, after the spectral classification in order to (1) aggregate single-year land cover maps into a multi-year product and to (2) complement MERIS FR land cover maps with the MERIS RR land cover maps.

The steps of the land cover mapping processing chain are detailed in the sections below (4.5.1 to 4.5.6). The link with the additional steps required by the multi-year and multi-sensor approaches is also highlighted.

4.5.1 Step 1 – Supervised spectral classification

Any supervised classification procedure relies on the following steps:

- Gathering training data (i.e. spectral signatures for each land cover class of interest) as representative of the “real-world” as possible;
- Determining the type of the classifier to use – the classifier corresponding to the function which (i) analyzes the training data and (ii) predicts the output class of any input pixel by generalizing the training data to “unseen” situations;
- Defining the classification parameters to optimize the algorithm’s performance.

With regard to the training dataset collection, two refinements are brought in this project with respect to a classical approach. First, training data are defined locally in order to take into account that a spectral signature of a given land cover class is not necessarily reliable over large extents. Indeed, it
must be recognized that when working at large scales, each land cover label is probably associated with several spectral signatures (e.g. several spectral signatures for the crops to render maize or wheat for instance, etc). In order to face this problem, a locally-adjusted training dataset gathering (and thus classification approach) is developed. Each equal-reasoning area to classify is split into smaller moving windows which will stand for the classification areas. The size of the classification areas varies according to the stratum. The regions inside which training dataset are gathered are called search areas and correspond to 240*240 km areas centred on each classification area. This decoupling between classification and search areas allows accounting for the imperfection of the auxiliary reference dataset from which training samples are collected (e.g. for a false absence of a given land cover class over a specific region). If one land cover class is not represented in significant proportions within the classification area, it will still be included in the training data thanks to the larger extent of the search area. Furthermore, the overlap of the search areas contributes to the seamless change of the training data to avoid artefacts at the boundaries between two classification areas. Illustrations and relationships between equal-reasoning, classification and search areas are presented in Figure 4-9.

![Diagram](#)

**Figure 4-9: Illustration of the tree spatial units (equal-reasoning, classification and search areas) of the developed locally-adjusted supervised classification procedure**

It should be clearly stated that these classification and search areas are completely distinct from the equal-reasoning areas defined in the stratification phase. Equal-reasoning areas allow adjusting the classification parameters while classification and search areas allow a local classification. The preparation of such training data is achieved in a *first preliminary step* of the supervised spectral classification procedure (see section 4.5.1.1).

The second refinement with regard to the training dataset collection consists in completing the classical training data (i.e. the representation of each land cover class through spectral signatures) with a priori information about the occurrence probability of each land cover class. This a priori information will be extracted from an auxiliary reference dataset at the spatial scale of the search areas. Indeed, while the local classification strategy allows accounting for local specificities, it also
makes the algorithm more sensitive to spatial inconsistency of the training dataset. The occurrence probabilities computation at an intermediate scale is performed in a second preliminary step of the supervised spectral classification procedure (see section 4.5.1.2).

As for the supervised classification algorithm in itself, it relies on the classical maximum likelihood principle. The algorithm and associated parameters are described in section 4.5.1.3, along with the entire procedure.

4.5.1.1 Preliminary step 1 – Training dataset preparation

The training dataset shall provide representative spectral signatures for each land cover class of interest for the 2400*240 km search areas centered on the classification areas. It is derived from the reference land cover database, which is a key auxiliary dataset built in this project [AD-11] (see Figure 4-9). This reference database consists of a set of global, regional and local reference land cover maps selected as the most accurate ones available for a given region, with the highest spatial resolution and with a CCI-compatible legend.

The workflow of this preliminary step for training dataset preparation is provided in Figure 4-10. It is organized in two steps:

- The first step consists in applying a morphological filter to the reference database in order to ensure training dataset as “pure” as possible (i.e. not contaminated by “border effects”);
- The second step consists in extracting, for each eroded land cover class, representative spectral signatures at the search area level.

![Activity diagram illustrating the training dataset preparation](image)

The morphological filter is based on the erosion principle, i.e removing pixels along the boundaries of each land cover class. However, eroding each of the class with the same number of pixels would erase the thin classes from the reference. The erosion was therefore designed in such a way that at least one pixel remains from each group of adjacent pixels belonging to the same class.

The morphological filter keeps only the pixels with the most neighbours of the same class. A fixed neighbourhood of 3*3 pixels was used for all strata. The filter is composed of two passes. The first pass counts the number of pixels from the same class than the central pixel (example on Figure 4-11B). The second pass erases the label of the central pixel if it has less neighbours than another pixel of the same class in the neighbourhood (example on Figure 4-11D). This specificity allows conserving
isolated pixels in the reference layer if there is no larger group in the neighbourhood, which is not the case with a standard erosion filter (example on Figure 4-11 C).

![A) Reference land cover](image1)
![B) Number of neighbours](image2)
![C) Reference after 3*3 erosion](image3)
![D) Reference after 3*3 filtering](image4)

*Figure 4-11: Results of morphological erosion and majority neighbours filtering in a rural landscape*

This composite filter results in a new raster file which contains the new eroded reference land cover database. This new database is then used to extract spectral signature for each class and thus build training dataset.

This second step is operated at the 240*240 search area level while running with parameters defined at the stratum level. These parameters are contained in the LUT 8 and include, for each stratum, the L3 seasonal composites and the spectral channels from which extracting the spectral signatures. Inside each search area, for each class and from the specified seasonal composites and spectral channels, the algorithm extracts reflectance values to define representative spectral distributions that will serve as training dataset.

**Algorithm assumptions and limitations**

None

**Input and output data**

Input and output data associated with the application of the morphological filter on the reference are described in Table 4-19 while associated parameters are presented in Table 4-20.
Table 4-21 and Table 4-22 provide the same information for the generation of the training dataset (through the extraction of spectral signature by class).

**Table 4-19: Input and output data of the 1st preliminary step of the supervised spectral classification, for the application of the morphological filter on the reference**

<table>
<thead>
<tr>
<th>DATA</th>
<th>DESCRIPTION</th>
<th>INTENT (IN, OUT, INOUT)</th>
<th>PHYSICAL UNIT</th>
<th>RANGE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ref_LC</td>
<td>Global reference land cover database, where each pixel is associated with a land cover class of the LCCS CCI-legend through an ID (see LUT2 in Table 4-10)</td>
<td>IN</td>
<td>Short</td>
<td>[0 .. 255]</td>
</tr>
<tr>
<td>LUT 2</td>
<td>Look-up table describing the ID of each land cover class (see Table 4-10)</td>
<td>IN</td>
<td>/</td>
<td>/</td>
</tr>
<tr>
<td>Ref_LC_Training</td>
<td>Reference land cover database, processed with the morphological filter. Each pixel is associated with a land cover class of the LCCS CCI-legend or with a no data value through an ID (see LUT 2 in Table 4-10)</td>
<td>OUT</td>
<td>Short</td>
<td>[0 ... 255]</td>
</tr>
</tbody>
</table>

**Table 4-20: Parameter needed in the 1st preliminary step of the supervised spectral classification, for the application of the morphological filter on the reference**

<table>
<thead>
<tr>
<th>PARAMETERS</th>
<th>DESCRIPTION</th>
<th>INTENT (IN, OUT, INOUT)</th>
<th>FORMAT</th>
<th>RANGE</th>
</tr>
</thead>
<tbody>
<tr>
<td>k</td>
<td>Size of the window inside which the filter is applied</td>
<td>IN</td>
<td>Short</td>
<td>[0 ... 255]</td>
</tr>
</tbody>
</table>

**Table 4-21: Input and output data of the 1st preliminary step of the supervised spectral classification, for the spectral signature extraction**

<table>
<thead>
<tr>
<th>DATA</th>
<th>DESCRIPTION</th>
<th>INTENT (IN, OUT, INOUT)</th>
<th>PHYSICAL UNIT</th>
<th>RANGE</th>
</tr>
</thead>
<tbody>
<tr>
<td>L3_StartDate_EndDate_SR_&lt;n&gt;</td>
<td>Global raster of surface reflectance in each bands of the seasonal composites GeoTiff format</td>
<td>IN</td>
<td>None</td>
<td>[0 ... 1]</td>
</tr>
<tr>
<td>Ref_LC_Training</td>
<td>Reference land cover database, processed with the morphological filter. Each pixel is associated with a land cover class of the LCCS CCI-legend or with a no data value through an ID (see LUT 2 in Table 4-10)</td>
<td>IN</td>
<td>None</td>
<td>[0 ... 255]</td>
</tr>
<tr>
<td>DATA</td>
<td>DESCRIPTION</td>
<td>INTENT (IN, OUT, INOUT)</td>
<td>PHYSICAL UNIT</td>
<td>RANGE</td>
</tr>
<tr>
<td>------</td>
<td>-------------</td>
<td>-------------------------</td>
<td>----------------</td>
<td>-------</td>
</tr>
<tr>
<td>GRID_240</td>
<td>Raster grid for each stratum defining the 240*240 km search areas localization</td>
<td>IN</td>
<td>None</td>
<td>[0 ... ~60000]</td>
</tr>
<tr>
<td>LUT 3</td>
<td>Look-Up-Table describing the location of the 22 strata (see Table 4-11)</td>
<td>IN</td>
<td>/</td>
<td>/</td>
</tr>
<tr>
<td>LUT 8</td>
<td>Look-Up-Table describing the parameters of the supervised classification algorithm (see Table 4-22)</td>
<td>IN</td>
<td>/</td>
<td>/</td>
</tr>
<tr>
<td>ROI_&lt;NB_LAB&gt;__&lt;GRID&gt;_StartDate_EndeDate_SR</td>
<td>Pure training dataset for each class (“NB_LAB”) and for each search area (“GRID”), consisting in representative reflectance values distributions in specific seasonal composites (defined by “StartDate” and “EndDate”)</td>
<td>OUT</td>
<td>None</td>
<td>[0 ... 1]</td>
</tr>
</tbody>
</table>

**Table 4-22: Parameters of the supervised spectral classification (contained in LUT 8)**

<table>
<thead>
<tr>
<th>PARAMETERS</th>
<th>DESCRIPTION</th>
<th>INTENT (IN, OUT, INOUT)</th>
<th>FORMAT</th>
<th>RANGE</th>
</tr>
</thead>
<tbody>
<tr>
<td>NB_ST</td>
<td>Number of the stratum (see Table 4-11)</td>
<td>IN</td>
<td>Short</td>
<td>[1 ... 22]</td>
</tr>
<tr>
<td>StartDate_Si</td>
<td>Start date of the seasonal composite(s) to be used, i being the number of composite used for each ROI</td>
<td>IN</td>
<td>Date (YYYYMMDD)</td>
<td>19980101 ... 20121231</td>
</tr>
<tr>
<td>EndDate_Ei</td>
<td>End date of the seasonal composite(s) to be used, i being the number of composite used for each ROI</td>
<td>IN</td>
<td>Date (YYYYMMDD)</td>
<td>19980101 ... 20121231</td>
</tr>
<tr>
<td>CHij</td>
<td>Number of the j spectral channels for the i composite to be used</td>
<td>IN</td>
<td>Short</td>
<td>[1 ... 15] for MERIS [B0, B2, B3, MIR] for SPOT-VGT</td>
</tr>
</tbody>
</table>
4.5.1.2 Preliminary step 2 – Computation of land cover classes’ occurrence probabilities at the stratum level

As already mentioned in the introduction, the supervised classification is locally adjusted: the algorithm is run within classification areas, using training dataset collected within 240*240 km search areas. In order to minimize the sensitivity of the algorithm to the possible spatial inconsistency of the training dataset, the algorithm also makes use of a priori occurrence probabilities for each land cover class defined at the spatial scale of the search areas.

The occurrence of each land cover class is computed inside each search area through a comparison with the reference land cover database. These occurrences will serve as a priori information for the supervised classification algorithm and complete the classical training dataset made of spectral signatures.

Input and output data

Table 4-23 presents the input and output data associated with the step of land cover classes’ occurrence computation.

Table 4-23: Input and output data of the 2nd preliminary step of the supervised spectral classification, for the LC classes occurrence computation

<table>
<thead>
<tr>
<th>DATA</th>
<th>DESCRIPTION</th>
<th>INTENT (IN, OUT, INOUT)</th>
<th>PHYSICAL UNIT</th>
<th>RANGE</th>
</tr>
</thead>
<tbody>
<tr>
<td>REF_LC</td>
<td>Reference land cover layer where each pixel is associated with a land cover class through an ID (see LUT 2 in Table 4-10)</td>
<td>IN</td>
<td>None</td>
<td>[0 ... 255]</td>
</tr>
<tr>
<td>GRID_240</td>
<td>Raster grid for each stratum defining the 240*240 km search areas localization</td>
<td>IN</td>
<td>None</td>
<td>[0 ... ~60000]</td>
</tr>
<tr>
<td>LUT 2</td>
<td>Look-Up-Table describing the CCI LCCS land cover legend (see Table 4-10)</td>
<td>IN</td>
<td>/</td>
<td>/</td>
</tr>
<tr>
<td>OCC_&lt;NB_LAB&gt;_&lt;GRID&gt;</td>
<td>Pure training dataset for each class (“NB_LAB”) and for each search area (“GRID”), consisting in representative reflectance values distributions in specific seasonal composites (defined by “StartDate” and “EndDate”)</td>
<td>OUT</td>
<td>None</td>
<td>[0 ... 1]</td>
</tr>
</tbody>
</table>

4.5.1.3 Supervised spectral classification

This section describes the supervised classification algorithm in itself, and more precisely the classifier it uses to predict the output class of all pixels.
The algorithm makes use of the most common classifier, which is the Maximum Likelihood (ML), and relies on a statistical approach. The ML classifier assumes that each spectral class can be described by a multivariate normal distribution. The ML algorithm therefore takes advantage of both the mean vectors and the multivariate spreads of each class, and would be able to also identify elongated classes. More precisely, the probability density function (PDF) of each class is estimated under a Gaussian assumption. It is rather simple and rapid but it assumes that there is only one population per class (i.e. a unique spectral signature by land cover class). This assumption seems realistic since the algorithm is applied at a local scale.

Maximum likelihood Classification is a statistical decision criterion to assist in the classification of overlapping signatures; pixels are assigned to the class of highest probability.

As already mentioned, the supervised algorithm is run with parameters defined at a larger scale while being applied at a more local scale. On one hand, the input Earth Observation data (i.e. seasonal composites in a definite number of spectral channels) are defined at the equal-reasoning area level. On the other hand, the algorithm is processed using moving km classification areas using (i) training data valid within 240*240 km search areas centred on the classification areas (see section 4.5.1.1) and (ii) a priori land cover classes’ occurrence probabilities defined at the same scale than the search areas (see section 4.5.1.2).

The principle of this supervised classification strategy is illustrated in Figure 4-12.

![Figure 4-12: Activity diagram illustrating the Gaussian Maximum Likelihood supervised classification algorithm developed in the CCI-LC project](image)

The supervised classification algorithm is applied on L3 seasonal composites independently for each equal-reasoning area (NB_ST).

The principle of the maximum likelihood classification relies on the Bayes theorem. In the context of the supervised classification of remote sensing data, the likelihood of a land cover class for a given set of spectral values can be derived from the a priori probability and the distribution of the spectral values for this class. The computation of the a priori probability is described in the second preliminary step; the parameters of the distribution of the spectral values are derived from the training datasets. For each pixel, the label is assigned to the class with the largest probability. It is worth noting that the largest probability is stored together with the label in order to be used as a quality flag.
As an output, the supervised classification algorithm creates, for each stratum (NB_ST), a raster file (CLASSIF 1) where each pixel is associated to a land cover class through the NB_LAB identifier (see LUT 2 in Table 4-10). It also produces an auxiliary layer providing the classification probability associated with each pixel (CL1_PROB). This probability informs about the confidence in the classification output.

Local classification could lead to tiling artefacts because the classifiers change for each classification area. However, this is mitigated by the use of a priori values computed from the entire equal-reasoning area as well as the use of a search area that is larger than the classification area. While the classification is locally based, the a priori brings some consistency and the classifiers parameters are seamlessly changing. The size of the classification area was set by tuning the method in order to remove tiling artefact with optimal processing time. In addition, the tiling artefacts can also be avoided by shifting the starting point of the classification areas year after year.

**Algorithm assumptions and limitations**

The Gaussian ML approach underlying the supervised classification algorithm makes the assumption that each spectral class can be described by a Gaussian distribution. It assumes that classes in the input data have a Gaussian distribution and that signatures were well selected; this is not always a safe assumption.

**Input and output data**

Input and output data associated with this supervised classification process are described in Table 4-24. Associated parameters are presented in Table 4-22 (LUT 8) and Table 4-25 (LUT 9). Parameters of the CCI land cover legend and of the stratification layer – which are used in this step but also in the following ones throughout the classification chain – are provided in Table 4-10 and Table 4-11.

<table>
<thead>
<tr>
<th>DATA</th>
<th>DESCRIPTION</th>
<th>INTENT (IN, OUT, INOUT)</th>
<th>PHYSICAL UNIT</th>
<th>RANGE</th>
</tr>
</thead>
<tbody>
<tr>
<td>L3_StartDate_EndDate_SR_.&lt;n&gt; n = 1,..,15 (MERIS) // n = B0, B2, B3, MIR (SPOT-VGT)</td>
<td>Global raster of surface reflectance in each bands of the seasonal composites GeoTiff format</td>
<td>IN</td>
<td>None</td>
<td>[0 ... 1]</td>
</tr>
<tr>
<td>ROI_&lt;NB_LAB&gt;_&lt;GRID&gt;_StartDate_EndDate_SR</td>
<td>Pure training dataset for each class (&quot;NB_LAB&quot;) and for each search area (&quot;GRID&quot;), consisting in representative reflectance values distributions in specific seasonal composites (defined by “StartDate” and “EndDate”)</td>
<td>IN</td>
<td>None</td>
<td>[0 ... 1]</td>
</tr>
<tr>
<td>DATA</td>
<td>DESCRIPTION</td>
<td>INTENT (IN, OUT, INOUT)</td>
<td>PHYSICAL UNIT</td>
<td>RANGE</td>
</tr>
<tr>
<td>-----------------</td>
<td>------------------------------------------------------------------------------</td>
<td>-------------------------</td>
<td>---------------</td>
<td>-------------</td>
</tr>
<tr>
<td>OCC_&lt;NB_LAB&gt;_&lt;GRID&gt;</td>
<td>Pure training dataset for each class (“NB_LAB”) and for each search area (“GRID”), consisting in representative reflectance values distributions in specific seasonal composites (defined by “StartDate” and “EndDate”)</td>
<td>IN</td>
<td>None</td>
<td>[0 ... 1]</td>
</tr>
<tr>
<td>LUT 2</td>
<td>Look-up table describing the ID of each land cover class (see Table 4-10)</td>
<td>IN</td>
<td>/</td>
<td>/</td>
</tr>
<tr>
<td>LUT 3</td>
<td>Look-Up-Table describing the location of the 22 strata (see Table 4-11)</td>
<td>IN</td>
<td>/</td>
<td>/</td>
</tr>
<tr>
<td>LUT 8</td>
<td>Look-Up-Table describing the parameters of the supervised classification algorithm (see Table 4-22)</td>
<td>IN</td>
<td>/</td>
<td>/</td>
</tr>
<tr>
<td>LUT 9</td>
<td>Look-Up-Table providing the classification areas for each stratum (see Table 4-25)</td>
<td>IN</td>
<td>/</td>
<td>/</td>
</tr>
<tr>
<td>CLASSIF_1</td>
<td>Land cover map resulting from the supervised classification algorithm, where each pixel is associated with a land cover class through an ID (see Table 4-10)</td>
<td>OUT</td>
<td>None</td>
<td>[0 ... 255]</td>
</tr>
<tr>
<td>Code_Classif1</td>
<td>Classification probability associated with the label selected for each pixel</td>
<td>OUT</td>
<td>None</td>
<td>0 ... 1</td>
</tr>
</tbody>
</table>
Table 4-25: Parameters defining the classification areas for each stratum in which running the step 1 of the classification chain, i.e. the spectral supervised classification algorithm (contained in LUT 9)

<table>
<thead>
<tr>
<th>PARAMETERS</th>
<th>DESCRIPTION</th>
<th>INTENT (IN, OUT, INOUT)</th>
<th>FORMAT</th>
<th>RANGE</th>
</tr>
</thead>
<tbody>
<tr>
<td>NB_ST</td>
<td>Number of the stratum (see Table 4-11)</td>
<td>IN</td>
<td>Short</td>
<td>[1 ... 22]</td>
</tr>
<tr>
<td>Size</td>
<td>Size (in kilometres) of the classification and search areas</td>
<td>IN</td>
<td>Short</td>
<td>[1 ... 255]</td>
</tr>
</tbody>
</table>

4.5.2 Step 2 – Unsupervised spectral classification

Using an unsupervised classification algorithm allows reaching a rather high degree of automation while reducing the processing time. These advantages were successfully demonstrated in the GlobCover experience [RD-103].

Unsupervised image classification is a classification process based solely on the image statistics, without availability of training data or other a priori knowledge of the area. The unsupervised algorithm used in this project relies on the clustering principle. Clustering is the task of assigning a set of pixels into clusters so that the pixels in the same cluster are more similar to each other than to those in other clusters. The assignment is based on natural groupings present in the reflectance values. The basic premise is that reflectance values within a given land cover class should be close together in the measurement space, whereas pixels belonging to different land cover classes should be comparatively well-separated [RD-137].

Clustering is not an algorithm in itself but a general task, which can be achieved by various algorithms that differ significantly in their notion of what constitutes a cluster and how to efficiently find them. The unsupervised classification algorithm used in this project relies on the ISODATA clustering technique, which represents each cluster by a single mean vector. More detail about this algorithm (and about all the classification procedure) is given hereafter in section 4.5.2.1.

Directly linked with the unsupervised algorithm is the labelling procedure, which aims at transforming the spectral clusters into land cover classes. The unsupervised algorithm indeed generates spectrally separable clusters, for which the land cover label is not known. The land cover class associated with each cluster needs to be determined in a further step, by comparing the cluster to some auxiliary reference dataset.

The requirements for continuity and consistency in the long-term require an objective and automated labelling procedure. This challenge was already successfully addressed in the framework of the GlobCover project thanks to the use a global reference dataset and the definition of a set of generic decision rules. This procedure is detailed in the section 4.5.2.2.

4.5.2.1 Unsupervised ISODATA algorithm

This section describes the unsupervised classification algorithm used in the project, which relies on the ISODATA clustering technique.
The ISODATA algorithm is an iterative optimization clustering procedure, also called the migrating means technique, presented by [RD-96]. It is based upon estimating some reasonable assignment of the pixel vectors into candidate clusters and then moving them from one cluster to another in such a way that the Sum of Squared Error (SSE) is progressively reduced.

The algorithm is implemented by the following set of basic steps:

- First, the procedure starts by randomly selecting C points in the multidimensional input data space that will serve as candidate cluster centres:
  \[ m_i, \ i = 1 \ldots C; \]

- Second, each pixel in the image (or segment of image) to classify is assigned to the nearest candidate cluster. This assignment is based on the minimization of the Euclidean distance function between that pixel and the candidate cluster centers \( m_i \);

- Third, after each iteration, the new set of means that result from the grouping produced in step 2 are computed;

- Fourth, the entire process is repeated. After each iteration, a new mean is calculated for each cluster, based on the actual spectral locations of the pixels in the cluster. Then, these new means are used for defining clusters in the next iteration. The process continues until there is little change between iterations, i.e. if the normalised percentage of pixels whose assignments are unchanged since the last iteration reaches a convergence threshold or the maximum number of iterations is reached.

The ISODATA principle is illustrated in Figure 4-13.

Figure 4-13: Principle of the ISODATA clustering technique
The ISODATA algorithm is applied to L3 seasonal composites independently for each equal-reasoning area (NB_ST). The input and output data involved in this algorithm are summarized in Table 4-26. The classification parameters are contained in the LUT 10 and listed in Table 4-27. As an output, the ISODATA algorithm creates, for each stratum (NB_ST), an output raster file (L4_<NB_ST>_Clusters_Spectral) where each pixel is associated to a spectrally homogeneous but unlabelled cluster (NB_Cluster).

**Algorithm assumptions and limitations**

The ISODATA clustering technique relies on the assumption that each land cover class can be well-represented by a single mean vector.

**Input and output data**

Input and output data associated with this unsupervised classification process are described in Table 4-26. Associated parameters are presented in Table 4-27.

<table>
<thead>
<tr>
<th>DATA</th>
<th>DESCRIPTION</th>
<th>INTENT (IN, OUT, INOUT)</th>
<th>PHYSICAL UNIT</th>
<th>RANGE</th>
</tr>
</thead>
<tbody>
<tr>
<td>L3_StartDate_EndDate_SR_&lt;n&gt;</td>
<td>Global raster of surface reflectance in each bands of the seasonal composites</td>
<td>IN</td>
<td>None</td>
<td>[0 ... 1]</td>
</tr>
<tr>
<td>n = 1,..,15 (MERIS) // n = B0, B2, B3, MIR (SPOT-VGT)</td>
<td>GeoTiff format</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LUT 3</td>
<td>Look-Up-Table describing the location of the 22 strata (see Table 4-11)</td>
<td>IN</td>
<td>/</td>
<td>/</td>
</tr>
<tr>
<td>LUT 10</td>
<td>Look-Up-Table describing the parameters of the unsupervised algorithm (see Table 4-27)</td>
<td>IN</td>
<td>/</td>
<td>/</td>
</tr>
<tr>
<td>L4_&lt;NB_ST&gt;_Clusters_Spectral</td>
<td>Raster at the stratum level resulting from the unsupervised classification algorithm where each pixel is associated with a cluster ID (NB_Cluster)</td>
<td>OUT</td>
<td>None</td>
<td>[0 ... 255]</td>
</tr>
</tbody>
</table>
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### Table 4-27: Parameters needed in the step 2 of the classification chain, i.e. the spectral unsupervised (ISODATA) classification algorithm (contained in LUT 10)

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Description</th>
<th>Intent (IN, OUT, INOUT)</th>
<th>Format</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>NB_ST</td>
<td>Number of the stratum (see Table 4-11)</td>
<td>IN</td>
<td>Short</td>
<td>[1 ... 22]</td>
</tr>
<tr>
<td>StartDate_Si</td>
<td>Start date of the seasonal composite(s) to be used, i being the composite number</td>
<td>IN</td>
<td>Date</td>
<td>19980101 ... 20121231</td>
</tr>
<tr>
<td>EndDate_Si</td>
<td>End date of the seasonal composite(s) to be used, i being the composite number</td>
<td>IN</td>
<td>Date</td>
<td>19980101 ... 20121231</td>
</tr>
<tr>
<td>CHij</td>
<td>Number of the j spectral channels for the i composite to be used</td>
<td>IN</td>
<td>Short</td>
<td>[1 ... 15] for MERIS [B0, B2, B3, MIR] for SPOT-VGT</td>
</tr>
<tr>
<td>N</td>
<td>The maximum number of clusters (or classes) to generate</td>
<td>IN</td>
<td>None</td>
<td>[0..255]</td>
</tr>
<tr>
<td>NB_IT</td>
<td>The number of iterations to be performed</td>
<td>IN</td>
<td>None</td>
<td>[0..100]</td>
</tr>
<tr>
<td>NB_PIX</td>
<td>The minimum number of pixels needed to form a class</td>
<td>IN</td>
<td>None</td>
<td>[50...50000]</td>
</tr>
</tbody>
</table>

#### 4.5.2.2 Automatic reference-based labelling

The ISODATA algorithm has interpreted, for each stratum, L3 seasonal composites into a set of clusters which have the property to be spectrally homogeneous but which are not identified by a land cover label. Transforming these clusters into land cover classes (identified by a number LB_LAB and a name LABEL – see LUT 2 in Table 4-10) is the objective of this labelling step. This is done through a comparison between the cluster raster file (L4_<NB_ST>_CLUSTERS_Spectral) and an auxiliary land cover reference.

The auxiliary data that is used as land cover reference is a key dataset of this project [AD-11]. This is the same data than the one used to define the training sample in the supervised classification approach (see section 4.5.1.1). As already mentioned, this reference database (REF_LC) consists of a set of global, regional and local reference land cover maps selected as the most accurate ones available for a given region, with the highest spatial resolution and with a CCI-compatible legend. It is associated with the CCI land cover legend, i.e. with the NB_LAB, LABEL and color codes contained in the LUT 2 (Table 4-10).

A superposition of the cluster raster (L4_<NB_ST>_CLUSTERS) with the reference layer (REF_LC) is operated. For each cluster, a histogram of class frequency is computed (Figure 4-14). The most...
represented classes inside the cluster are identified and ranked using (i) the number of pixels they cover (NB_Pix1, NB_Pix2, etc.) and (ii) their label (NB_LAB1, NB_LAB2, etc.).

![Histogram of class frequency interpretation: most represented classes are identified](image)

The class frequency histogram is then interpreted according to several decision rules. As a result, a unique land cover class (i.e. a unique class number NB_LAB and name LABEL) is associated with each cluster (NB_Cluster) and an output raster file (CLASSIF_2) is generated. The histogram interpretation process also associates each cluster with an ambiguity code (CODE) that characterizes the ambiguity of the interpretation, and thus the reliability of the associated land cover label.

**Input and output data**

Input and output data associated with the automated labelling procedure are described in Table 4-28.

<table>
<thead>
<tr>
<th>DATA</th>
<th>DESCRIPTION</th>
<th>INTENT (IN, OUT, INOUT)</th>
<th>PHYSICAL UNIT</th>
<th>RANGE</th>
</tr>
</thead>
<tbody>
<tr>
<td>L4_&lt;NB_ST&gt;_Clusters_Spectral</td>
<td>Raster at the stratum level resulting from the unsupervised classification algorithm where each pixel is associated with a cluster ID (NB_Cluster)</td>
<td>IN</td>
<td>None</td>
<td>[0 ... 1024]</td>
</tr>
<tr>
<td>REF_LC</td>
<td>Reference land cover layer where each pixel is associated with a land cover class through an ID (see LUT 2 in Table 4-10)</td>
<td>IN</td>
<td>None</td>
<td>[0 ... 255]</td>
</tr>
</tbody>
</table>
4.5.3 Step 3 – Merging of land cover maps obtained with the spectral supervised and unsupervised approaches

At this stage of the classification chain, two global land cover maps have been produced:

- the map called CLASSIF_1, resulting from the supervised classification approach detailed throughout the section 4.5.1;
- the map called CLASSIF_2, resulting from the unsupervised classification approach detailed throughout section 4.5.2.

This step aims at combining the two maps according to objective decision criteria to generate a unique land cover map (CLASSIF_3). This unique land cover map is the output of the CCI classification chain. The decision criteria between CLASSIF_1 and CLASSIF_2 are class-specific and are provided in a set of decision rules.

**Algorithm assumptions and limitations**

None

**Input and output data**

Input and output data associated with this merging process are described in Table 4-29.
Table 4-29: Input and output data for the step 3 of the classification chain, i.e. the merging of land cover maps obtained by the supervised and unsupervised classification approaches

<table>
<thead>
<tr>
<th>DATA</th>
<th>DESCRIPTION</th>
<th>INTENT (IN, OUT, INOUT)</th>
<th>PHYSICAL UNIT</th>
<th>RANGE</th>
</tr>
</thead>
<tbody>
<tr>
<td>CLASSIF_1</td>
<td>Land cover map resulting from the supervised classification algorithm, where each pixel is associated with a land cover class through an ID (see Table 4-10)</td>
<td>IN</td>
<td>None</td>
<td>[0 ... 255]</td>
</tr>
<tr>
<td>Code_Classif1</td>
<td>Classification probability associated with the label selected for each pixel</td>
<td>IN</td>
<td>None</td>
<td>[0 ... 1]</td>
</tr>
<tr>
<td>CLASSIF 2</td>
<td>Land cover map resulting from the unsupervised classification approach (ISODATA algorithm + labelling process), where each pixel is associated with a land cover class through an ID (see Table 4-10)</td>
<td>IN</td>
<td>None</td>
<td>[0 ... 255]</td>
</tr>
<tr>
<td>Code_Classif2</td>
<td>Ambiguity code that characterizes the ambiguity of the classification process, thus reflecting, at the pixel level, the reliability of the CLASSIF 1B</td>
<td>IN</td>
<td>None</td>
<td>[0 ... 10]</td>
</tr>
<tr>
<td>CLASSIF_3</td>
<td>Land cover map resulting from the spectral classification approach (both supervised and unsupervised), where each pixel is associated with a land cover class through an ID (see Table 4-10)</td>
<td>OUT</td>
<td>None</td>
<td>[0 ... 255]</td>
</tr>
<tr>
<td>Code_Classif3</td>
<td>Quality flag that characterizes, at the pixel level, the reliability of the CLASSIF_1</td>
<td>OUT</td>
<td>None</td>
<td>[0 ... 100]</td>
</tr>
<tr>
<td>Source_Classif3</td>
<td>Flag that indicates, at the pixel level, if the land cover label is derived from the supervised or unsupervised classification algorithm</td>
<td>OUT</td>
<td>None</td>
<td>[1, 2]</td>
</tr>
</tbody>
</table>

4.5.4 Impact of multi-year approach

4.5.4.1 Multi-year strategies 1 and 2 in the classification chain

For the equal-reasoning areas concerned by the MY_S1 (see LUT 6 in Table 4-15), the seasonal composites used as input in the steps 1 (Table 4-21 and Table 4-24) and 2 (Table 4-26) need to be multi-year seasonal composites. To this end, the preliminary step described in section 4.3.1 consisting in generating multi-year seasonal composites need to be operated before running the steps 1 and 2.

For the equal-reasoning areas concerned by the MY_S2 (see LUT 6 in Table 4-15), the seasonal composites used as input in the steps 1 (Table 4-21 and Table 4-24) and 2 (Table 4-26) are single-year seasonal composites. Therefore, the classification algorithms (supervised in step 1 and unsupervised in step 2) need to be run several times (one for each year), thus producing several single-year spectral
land cover maps (CLASSIF1_Yn and CLASSIF2_Yn). Furthermore, the a posteriori step described in section 4.3.2 consisting in aggregating the single-year maps needs to be operated to produce the multi-year spectral land cover map.

### 4.5.4.2 Producing 3 maps and 1 “baseline” LC map

Knowing that the project aims at delivering 3 maps specific to epochs (centered on 2000, 2005 and 2010) and that these 2 maps are derived from a “baseline” land cover map, it means that the whole classification chain need to be run four times over 4 multi-year periods (Figure 4-15): the 1998-2002 period for generating the 2000 epoch map (using SPOT-VGT data), the 2003-2007 period for generating the 2005 epoch map (using MERIS data), the 2008-2012 period for generating the 2010 epoch map (using MERIS data) and the 2003-2012 period for generating the baseline map.

* See section 4.3

*Figure 4-15: logic scheme illustrating the process developed to derive maps related to specific epochs from the “baseline” LC map*

### 4.5.5 Fusion between MERIS FR and RR “baseline” land cover maps

If there are gaps in the MERIS FR “baseline” land cover map (i.e. the one generated from the full MERIS FR archive), they are filled in with the MERIS RR “baseline” land cover map.

**Algorithm assumptions and limitations**

None

**Input and output data**

Input and output data associated with this MERIS FR and RR fusion process are described in Table 4-30.
Table 4-30: Input and output data for the merging between the MERIS FR and RR "baseline" land cover maps

<table>
<thead>
<tr>
<th>DATA</th>
<th>DESCRIPTION</th>
<th>INTENT (IN, OUT, INOUT)</th>
<th>PHYSICAL UNIT</th>
<th>RANGE</th>
</tr>
</thead>
<tbody>
<tr>
<td>CLASSIF_3_ baseline_FR</td>
<td>Land cover map resulting CCI classification chain applied on MERIS FR seasonal composites, where each pixel is associated with a land cover class through an ID (see Table 4-10)</td>
<td>IN</td>
<td>None</td>
<td>[0 ... 255]</td>
</tr>
<tr>
<td>Code_Classif3_ baseline_FR</td>
<td>Quality flag that characterizes, at the pixel level, the reliability of the CLASSIF_3_baseline_FR</td>
<td>IN</td>
<td>None</td>
<td>[0 ... 100]</td>
</tr>
<tr>
<td>Source_Classif3_ baseline_FR</td>
<td>Flag that indicates, at the pixel level, if the land cover label of the CLASSIF_3_baseline_FR is derived from the supervised or unsupervised classification algorithm</td>
<td>IN</td>
<td>None</td>
<td>[1, 2]</td>
</tr>
<tr>
<td>CLASSIF_3_ baseline_RR</td>
<td>Land cover map resulting CCI classification chain applied on MERIS RR seasonal composites, where each pixel is associated with a land cover class through an ID (see Table 4-10)</td>
<td>IN</td>
<td>None</td>
<td>[0 ... 255]</td>
</tr>
<tr>
<td>Code_Classif3_ baseline_RR</td>
<td>Quality flag that characterizes, at the pixel level, the reliability of the CLASSIF_3_baseline_RR</td>
<td>IN</td>
<td>None</td>
<td>[0 ... 100]</td>
</tr>
<tr>
<td>Source_Classif3_ baseline_RR</td>
<td>Flag that indicates, at the pixel level, if the land cover label of the CLASSIF_3_baseline_RR is derived from the supervised or unsupervised classification algorithm</td>
<td>IN</td>
<td>None</td>
<td>[1, 2]</td>
</tr>
<tr>
<td>CLASSIF_3_ baseline_FR_RR</td>
<td>Land cover map resulting from the merging of the “baseline” LC maps obtained from the MERIS FR and RR seasonal composites, where each pixel is associated with a land cover class through an ID (see Table 4-10)</td>
<td>OUT</td>
<td>None</td>
<td>[0 ... 255]</td>
</tr>
<tr>
<td>Code_Classif3_ baseline_FR_RR</td>
<td>Quality flag that characterizes, at the pixel level, the reliability of the CLASSIF_3_ baseline_FR_RR</td>
<td>OUT</td>
<td>None</td>
<td>[0 ... 100]</td>
</tr>
<tr>
<td>Source_Classif3_ baseline_FR_RR</td>
<td>Flag that indicates, at the pixel level, if the land cover label is derived from the supervised or unsupervised classification algorithm and from the FR or RR seasonal composites</td>
<td>OUT</td>
<td>None</td>
<td>[1, 2]</td>
</tr>
</tbody>
</table>
4.5.6 Step 4 – Post-classification editions on the “baseline” LC map

The last step of the classification chain consists in bringing improvements thanks to existing external datasets. It should allow (i) correcting for some errors resulting from the algorithms and (ii) taking most benefit of existing high quality thematic products. With respect to the integration of existing external dataset, the main one concerns the integration of the CCI Water Bodies product, based on SAR dataset that will be generated in this project.

4.5.7 Deriving 3 epochs from the “baseline” land cover map

The “baseline” LC map has been generated using 10 years of data. It will serve as basis to derive LC maps representative of specific epochs. It is achieved through the comparison between the “baseline” LC map and the 5-year LC maps generated by the processing chain (see Figure 4-15), on a class-by-class basis.

In the current version, only the forest dynamics in the tropical regions have been detected and mapped. For the other LC classes, the 3 maps are identical to the “baseline” LC map.

Algorithm assumptions and limitations

None

Input and output data

Input and output data associated with this process are described in Table 4-31.

Table 4-31: Input and output data for the deriving a map specific to one epoch from the “baseline” LC map

<table>
<thead>
<tr>
<th>DATA</th>
<th>DESCRIPTION</th>
<th>INTENT (IN, OUT, INOUT)</th>
<th>PHYSICAL UNIT</th>
<th>RANGE</th>
</tr>
</thead>
<tbody>
<tr>
<td>CLASSIF_3_baseline_FR_RR</td>
<td>Land cover map resulting from the merging of the “baseline” LC maps obtained from the MERIS FR and RR seasonal composites, where each pixel is associated with a land cover class through an ID (see Table 4-10)</td>
<td>IN</td>
<td>None</td>
<td>[0 ... 255]</td>
</tr>
<tr>
<td>Code_Classif3_baseline_FR_RR</td>
<td>Quality flag that characterizes, at the pixel level, the reliability of the CLASSIF_3_baseline_FR_RR</td>
<td>IN</td>
<td>None</td>
<td>[0 ... 100]</td>
</tr>
<tr>
<td>Source_Classif3_baseline_FR_RR</td>
<td>Flag that indicates, at the pixel level, if the land cover label is derived from the supervised or unsupervised classification algorithm and from the FR or RR seasonal composites</td>
<td>IN</td>
<td>None</td>
<td>[1, 2]</td>
</tr>
<tr>
<td>DATA</td>
<td>DESCRIPTION</td>
<td>INTENT (IN, OUT, INOUT)</td>
<td>PHYSICAL UNIT</td>
<td>RANGE</td>
</tr>
<tr>
<td>--------------------------</td>
<td>-----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
<td>-------------------------</td>
<td>---------------</td>
<td>-----------</td>
</tr>
<tr>
<td>CLASSIF_3_YYYY</td>
<td>Intermediate land cover map for the epoch YYYY resulting from the classification of MERIS FR seasonal composites (in the case of 2005 and 2010 epochs) or SPOT-VGT seasonal composites (in the case of 2000 epoch), where each pixel is associated with a land cover class through an ID (see Table 4-10)</td>
<td>IN</td>
<td>None</td>
<td>[0  ... 255]</td>
</tr>
<tr>
<td>Code_Classif3_YYYY</td>
<td>Quality flag that characterizes, at the pixel level, the reliability of the intermediate land cover map CLASSIF_3_YYYY</td>
<td>IN</td>
<td>None</td>
<td>[0  ... 100]</td>
</tr>
<tr>
<td>Source_Classif3_YYYY</td>
<td>Flag that indicates, at the pixel level, if the land cover label is derived from the supervised or unsupervised classification algorithm</td>
<td>IN</td>
<td>None</td>
<td>[1, 2]</td>
</tr>
<tr>
<td>CCI LAND COVER MAP EPOCH YYYY</td>
<td>Land cover map for the epoch derived from the “baseline” LC map, where each pixel is associated with a land cover class through an ID (see Table 4-10)</td>
<td>OUT</td>
<td>None</td>
<td>[0  ... 255]</td>
</tr>
<tr>
<td>Code for CCI LAND COVER MAP EPOCH YYYY</td>
<td>Quality flag that characterizes, at the pixel level, the reliability of the CLASSIF_3_YYYY</td>
<td>OUT</td>
<td>None</td>
<td>[0  ... 100]</td>
</tr>
<tr>
<td>Source for CCI LAND COVER MAP EPOCH YYYY</td>
<td>Flag that indicates, at the pixel level, if the land cover label is derived from the supervised or unsupervised classification algorithm</td>
<td>OUT</td>
<td>None</td>
<td>[1, 2]</td>
</tr>
</tbody>
</table>
5 LAND COVER CONDITION PRODUCTS PROCESSING CHAIN

5.1 Logical model for land cover condition products generation

In addition to the global land cover maps, the CCI-LC project will deliver four global land cover condition (LC-condition) products: the NDVI, snow, burnt area (BA) and water condition products over the 1999-2012 epoch. The water bodies condition is not delivered in this release version of the project.

On a per pixel basis, the LC-condition reflects, along the year, the average trajectory (or behaviour) and the intra-annual variability of a land surface feature (e.g. forest – the LC state) over a 14-year period. This variability is described by four observable variables: the green vegetation phenology, snow coverage, BA occurrence and open water presence, corresponding respectively to the four LC-condition products (NDVI, snow, BA and water). The LC-condition variables show how the LC state is temporarily modified (e.g. snow falls on forest) while the intrinsic characteristics of the LC state remain untouched (forest remains forest; although covered by snow).

The LC-condition products are expressed as time profiles of the mean and standard deviation for continuous variables (NDVI) or as percentages of occurrence for discrete variables (snow, BA and water).

The workflow of the creation of the LC-condition products is presented in Figure 5-1. The following sections describe in details the construction of each condition product and the way the compliance between them is tackled.
5.2 Detailed processing scheme for NDVI LC-condition product

The production of the NDVI LC-condition is based on 14 years of SPOT-VGT reflectances. It covers the 1999-2012 period. The methodology consists in several steps as illustrated in Figure 5-2. In the first step of the product processing, the NDVI vegetation index is computed from the Red and NIR reflectance values. Second, the NDVI profiles are smoothed with a Wittaker filter. Finally, the resulting 14 years time series are aggregated over years, 7-day period by 7-day period. It results into a yearly mean and a yearly standard deviation profiles representative of a 1999-2012 years period.

This dataset consists of 728 7-day SPOT-VGT composites from January 1999 to December 2012 at a spatial resolution of 1 km. The NDVI LC-condition product is delivered at global scale.
5.2.1 Step 1 – Vegetation index NDVI

The NDVI is used as an indicator of the vegetation growing cycle. It is computed from the Red and NIR reflectance values of the 7-day time series. The status of the pixels does not change during this step. Only LAND status is processed.

Algorithm assumptions and limitations

It is assumed that the NDVI is the most appropriate index to evaluate the dynamic component of the vegetation at global scale.

Input and output data

Input and output data associated with this first step of vegetation index calculation are described in Table 5-1. Associated parameters are presented in Table 5-2.

Table 5-1: Input and output data of the step 1 of the NDVI LC product generation

<table>
<thead>
<tr>
<th>DATA</th>
<th>DESCRIPTION</th>
<th>INTENT (IN, OUT, INOUT)</th>
<th>PHYSICAL UNIT</th>
<th>RANGE</th>
</tr>
</thead>
<tbody>
<tr>
<td>L3_&lt;source&gt;_7d_mosaic_reflectance</td>
<td>Normalized reflectance in each bands of the 7-day composites</td>
<td>IN</td>
<td>None</td>
<td>5*10e-4</td>
</tr>
<tr>
<td>&lt;source&gt; = SPOT-VGT_1km</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L3_&lt;source&gt;_7d_mosaic_Status</td>
<td>Status of the 7-day composites</td>
<td>IN</td>
<td>None</td>
<td>[1 ... 5]</td>
</tr>
<tr>
<td>&lt;source&gt; = SPOT-VGT</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L3_&lt;source&gt;_7d_mosaic_Nobs</td>
<td>Number of valid observations for the status LAND of the 7-day composites</td>
<td>ININ</td>
<td>None</td>
<td>[0 ... 7]</td>
</tr>
<tr>
<td>&lt;source&gt; = SPOT-VGT_1km</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L3_&lt;source&gt;_7d_NDVI</td>
<td>7-day NDVI composites</td>
<td>OUT</td>
<td>None</td>
<td>[0...1]</td>
</tr>
<tr>
<td>&lt;source&gt; = SPOT-VGT_1km</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L3_&lt;source&gt;_7d_NDVI_Status</td>
<td>Status of the 7-day NDVI composites</td>
<td>OUT</td>
<td>None</td>
<td>[1 ... 6]</td>
</tr>
<tr>
<td>&lt;source&gt; = SPOT-VGT_1km</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L3_&lt;source&gt;_7d_NDVI_Nobs</td>
<td>Number of valid observations for the status LAND of 7-day NDVI composites</td>
<td>OUT</td>
<td>None</td>
<td>[0 ... 7]</td>
</tr>
<tr>
<td>&lt;source&gt; = SPOT-VGT_1km</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5-2: Parameters needed in the step 2 of the NDVI LC product generation

<table>
<thead>
<tr>
<th>PARAMETERS</th>
<th>DESCRIPTION</th>
<th>INTENT (IN, OUT, INOUT)</th>
<th>PHYSICAL UNIT</th>
<th>RANGE</th>
</tr>
</thead>
<tbody>
<tr>
<td>b&lt;n&gt;</td>
<td>Spectral channels of the 7-day composite</td>
<td>IN</td>
<td>None</td>
<td>[1 ... 15] for MERIS [B0, B2, B3, MIR] for SPOT-VGT</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
5.2.2 Step 3 – Temporal aggregation

This third step delivers the NDVI LC-condition product. The smoothed NDVI time series are temporally aggregated over the 13 years in order to define the reference annual trajectory of a pixel NDVI value and to explore its inter-annual variability.

Each pixel is characterized by (i) a synthetic reference profile, presenting the pattern of variation of NDVI for one year and (ii) a temporal standard deviation profile, representing the inter-annual variability during the investigated period. The standard deviation informs on how much variation in vegetation growth occurs over the investigated period.

The 13-year time series is decomposed year by year (Figure 5-3). Then for a specific 7-day period, the 13 NDVI values (corresponding to the 13 years) are temporally aggregated by taking the mean value. A temporal standard deviation is computed as well for each 7-day period.

As for the auxiliary information:

- the number of valid observations for each 7-day period is summed over the 13 years;
- the source of the NDVI value for each 7-day period is kept by adding two layers, one for MERIS and one for SPOT-VGT. Each layer contains a count by 7-day period of the number of years where the NDVI observation originates from the specific sensor.
- a layer with the count of valid years used in the final output is also produced.

![Figure 5-3: Mean and standard deviation profiles from a time series of 13 years](image)

Algorithm assumptions and limitations

The assumption is made that pixels selected for the temporal aggregation are not affected by land cover change between 1999 and 2011. It is also assumed that there are enough values over 13 years to compute consistent mean and standard deviation statistics. Otherwise, a threshold will have to be set to determine which pixel is processed.

Input and output data

Input and output data associated with this last step of temporal aggregation are described in Table 5-3. Associated parameters are presented in Table 5-4.
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5.2.3 Step 4 – Smoothing

Even if the spatial and temporal aggregations reduce the noise and remove extreme observations, the 13 years of combined NDVI profiles are smoothed using the Wittaker smoother [RD-141]. The status and the valid observations number remain unchanged.

[RD-143] presented an actualized version of the algorithm published by [RD-144]. The Wittaker smoother fits a discrete series to discrete data and puts a penalty on the roughness of the smooth curve. The algorithm is extremely fast, gives continuous control over smoothness with only one parameter and automatically interpolates. It adapts well to boundaries (e.g. start and end of the time series) and does not assume periodicity such as the Fourier filtering or wavelets [RD-142]. A more detailed description of the algorithm can be found in the original work [RD-143; RD-141].

**Algorithm assumptions and limitations**

The assumption is made that the filter output is a realistic pattern of NDVI.

**Input and output data**

Input and output data associated with this fourth step of smoothing are described in Table 5-5. Associated parameters are presented in Table 5-6.

<table>
<thead>
<tr>
<th>PARAMETERS</th>
<th>DESCRIPTION</th>
<th>INTENT (IN, OUT, INOUT)</th>
<th>PHYSICAL UNIT</th>
<th>RANGE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ybegin</td>
<td>Year of begin</td>
<td>IN</td>
<td>None</td>
<td>[1999...2011]</td>
</tr>
<tr>
<td>Yend</td>
<td>Year of end</td>
<td>IN</td>
<td>None</td>
<td>[1999...2011]</td>
</tr>
</tbody>
</table>

Table 5-5: Input and output data of the step 4 of the NDVI LC product generation
5.3 Detailed processing scheme for the burnt area LC-condition product

The BA condition product presents the percentage at which burnt areas have been detected along the year on given pixel, based on observations over the 2000-2012 period. It provides the percentage of BA occurrence with a 7-day temporal resolution and depicts the seasonal dynamic of the fire impact on the surface, at 500m spatial resolution.

Two parallel processing chains leading to BA LC-condition products are detailed in Figure 5-4. The final BA LC-condition product is to be constructed based on the Level 3 CCI-Fire disturbance product generated by the ESA CCI Fire project [RD-147]. However, it will be available at the end of the CCI phase 1, which prevents its direct use for the moment. Meanwhile, the BA input data are currently derived from the MODIS Direct Broadcast Monthly Burned Area Product (MCD64A1) [RD-12] being part of the Global Fire Emissions Database version 3 (GFED.v3) products [RD-152].

Two preliminary steps are included in the product processing chain, consisting in format conversion and mosaicking. They are necessary for the application of further algorithms. Their representation, in dotted lines, shows their secondary importance. As the final BA LC-condition product is presented on a 7-day basis, a compositing algorithm is applied in step 1 to the monthly aggregated input data. Step 2 temporarily aggregates BA observations over the 13 years and leads to the BA condition product itself. Finally, the product is projected to a Plate Carrée projection with a geographic Lat/Long representation based on the WGS84 ellipsoid.
5.3.1 Preliminary steps

The first preliminary step of the BA LC-condition product generation is the format harmonization of the input data to GeoTiff. This GeoTiff format is far more efficiently supported than the HDF one. The conversion applies to the MCD64A1 and L3 CCI Fire products are both in the Hierarchical Data Format (HDF).

The second preliminary step consists in mosaicking the tiles of the MCD64A1 and L3 CCI Fire (outputs of the previous preliminary step) to global coverage products.

The preliminary steps rely on the GDAL library (see details in section 4.2), and more precisely on the following the “GDAL_Translate” and “GDAL_Merge” functions. The first one allows converting raster data between different formats. It uses as parameters the output format (which is GeoTiff in our case), the compression type, the image structure information and the names of the input and output files. The second one allows appending several adjacent raster files together to form a unique raster file. It uses as parameters the name of the output file, the output format (which is GeoTiff by default), the compression type, the image structure information and the names of the input tiles.

**Input and output data**

Input and output data of the two preliminary steps are described in Table 5-7. The parameters associated with the format conversion and the mosaicking steps for the MCD64A1 and L3 CCI Fire products are presented in Table 5-8 and Table 5-9, respectively.

**Table 5-7: Input and output data for the 2 preliminary steps (BA LC-condition product)**

<table>
<thead>
<tr>
<th>DATA</th>
<th>DESCRIPTION</th>
<th>INTENT (IN, OUT, INOUT)</th>
<th>PHYSICAL UNIT</th>
<th>RANGE</th>
</tr>
</thead>
<tbody>
<tr>
<td>MCD64A1</td>
<td>Format change to GeoTiff</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tiles mosaicking</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Step 1 Compositing</td>
<td>Compositing to 7-day syntheses</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BA condition product</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CCI Fire</td>
<td>Format change to GeoTiff</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tiles mosaicking</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Step 2 Temporal aggregation</td>
<td>Temporal aggregation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BA condition product</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>DATA</th>
<th>DESCRIPTION</th>
<th>INTENT (IN, OUT, INOUT)</th>
<th>PHYSICAL UNIT</th>
<th>RANGE</th>
</tr>
</thead>
<tbody>
<tr>
<td>MCD64A1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Date</td>
<td>Tile raster layer in HDF format with the ordinal day of BA detection</td>
<td>IN</td>
<td>DOY</td>
<td>[-1 ... 366]</td>
</tr>
<tr>
<td>Fire CCI</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Band 1</td>
<td>Tile raster layer in HDF5 format with the date of the first BA detection</td>
<td>IN</td>
<td>DOY</td>
<td>[1 ... 365]</td>
</tr>
<tr>
<td>Band 2</td>
<td>Tile raster layer in HDF5 format with the sensor detecting the BA</td>
<td>IN</td>
<td>dl</td>
<td>[0 ... 7]</td>
</tr>
<tr>
<td>Band 3</td>
<td>Tile raster layer in HDF5 format with the confidence level of the detection</td>
<td>IN</td>
<td>dl</td>
<td>[0 ... 100]</td>
</tr>
<tr>
<td>MCD64A1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L3_BA_MCD64A1_500m_1m_mosaic_Date</td>
<td>Global Raster mosaic in GeoTiff format with the ordinal day of BA detection</td>
<td>OUT</td>
<td>DOY</td>
<td>[-1 ... 366]</td>
</tr>
<tr>
<td>Fire CCI</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L3_BA_CCI_300m_1m_mosaic_Date</td>
<td>Global Raster mosaic in GeoTiff format with the date of the first BA detection</td>
<td>OUT</td>
<td>DOY</td>
<td>[1 ... 365]</td>
</tr>
<tr>
<td>L3_BA_CCI_300m_1m_mosaic_&lt;sensor&gt; with &lt;sensor&gt;: 01to 07 [AD-11]</td>
<td>Global Raster mosaic in GeoTiff format with the sensor detecting the BA</td>
<td>OUT</td>
<td>dl</td>
<td>[0 ... 7]</td>
</tr>
<tr>
<td>L3_BA_CCI_300m_1m_mosaic_QA</td>
<td>Global Raster mosaic in GeoTiff format with the confidence level of the detection</td>
<td>OUT</td>
<td>dl</td>
<td>[0...100]</td>
</tr>
</tbody>
</table>

Table 5-8: Parameters needed to run the format conversion preliminary step for the MCD64A1 and L3 CCI Fire products (BA LC-condition product)

<table>
<thead>
<tr>
<th>PARAMETERS</th>
<th>DESCRIPTION</th>
<th>INTENT (IN, OUT, INOUT)</th>
<th>FORMAT</th>
<th>RANGE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Format</td>
<td>Output format</td>
<td>IN</td>
<td>String</td>
<td>/</td>
</tr>
<tr>
<td>Compress</td>
<td>Compression type</td>
<td>IN</td>
<td>String</td>
<td>/</td>
</tr>
</tbody>
</table>
### Table 5-9: Parameters needed to run the mosaicking preliminary step for the the MCD64A1 and L3 CCI Fire products (BA LC-condition product)

<table>
<thead>
<tr>
<th>PARAMETERS</th>
<th>DESCRIPTION</th>
<th>INTENT (IN, OUT, INOUT)</th>
<th>FORMAT</th>
<th>RANGE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interleave</td>
<td>Image structure information</td>
<td>IN</td>
<td>String</td>
<td>/</td>
</tr>
<tr>
<td>Tiled</td>
<td>Image structure information</td>
<td>IN</td>
<td>String</td>
<td>/</td>
</tr>
</tbody>
</table>

#### 5.3.2 Step 1 – Compositing

The first step of the construction of the BA LC-condition product aims at producing 7-day composites from monthly, global rasters. This step is identical for all BA products.

For each monthly raster, four empty rasters with the same characteristics are created. These correspond to the division of the month into four weeks. Each pixel of the monthly raster files with the dates of the BA detections is scanned iteratively. According to the date, the date value is added in the right 7-day synthesis.

**Input and output data**

Input and output data associated with this compositing step are described in Table 5-10. The parameters associated with this step are presented in Table 5-11. This table contains the following fields:

- $\text{Month}_i$ giving the monthly composite (input) to which the number of the 7-day BA composite $i$ is related (output)
- $\text{StartDate}_i$ specifying the exact date which marks the start of the 7-day BA composite $i$
- $\text{StartDOY}_i$ giving the day of the year which marks the start of the 7-day BA composite $i$
- $\text{EndDate}_i$ specifying the exact date which marks the end of the 7-day BA composite $i$
- $\text{EndDOY}_i$ giving the day of the year which marks the end of the 7-day BA composite $i$

**Table 5-10: Input and output data of the step 1 of the BA LC-condition product generation.**

<table>
<thead>
<tr>
<th>DATA</th>
<th>DESCRIPTION</th>
<th>INTENT (IN, OUT, INOUT)</th>
<th>PHYSICAL UNIT</th>
<th>RANGE</th>
</tr>
</thead>
</table>
### DATA

<table>
<thead>
<tr>
<th>DATA</th>
<th>DESCRIPTION</th>
<th>INTENT (IN, OUT, INOUT)</th>
<th>PHYSICAL UNIT</th>
<th>RANGE</th>
</tr>
</thead>
<tbody>
<tr>
<td>MCD64A1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L3_BA_MCD64A1_500m_1m_mosaic_Date</td>
<td>Monthly raster mosaic in GeoTiff format with the ordinal day of BA detection</td>
<td>IN</td>
<td>DOY</td>
<td>[-1 ... 366]</td>
</tr>
<tr>
<td>Fire CCI</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L3_BA_CCI_300m_1m_mosaic_Date</td>
<td>Monthly raster mosaic in GeoTiff format with the date of the first BA detection</td>
<td>IN</td>
<td>DOY</td>
<td>[1 ... 365]</td>
</tr>
<tr>
<td>L3_BA_CCI_300m_1m_mosaic_s&lt;sensor&gt; with &lt;sensor&gt;: 01to 07 [AD-11]</td>
<td>Monthly raster mosaic in GeoTiff format with the sensor detecting the BA</td>
<td>IN</td>
<td>dl</td>
<td>[0 ... 7]</td>
</tr>
<tr>
<td>L3_BA_CCI_300m_1m_mosaic_QA</td>
<td>Monthly raster mosaic in GeoTiff format with the confidence level of the detection</td>
<td>IN</td>
<td>dl</td>
<td>[0...100]</td>
</tr>
<tr>
<td>MCD64A1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L3_BA_MCD64A1_500m_7d_comp_Date</td>
<td>7-day raster composite with the ordinal day of BA detection</td>
<td>OUT</td>
<td>DOY</td>
<td>[-1 ... 366]</td>
</tr>
<tr>
<td>Fire CCI</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L3_BA_CCI_300m_7d_comp_Date</td>
<td>7-day raster composite with the date of the first BA detection</td>
<td>OUT</td>
<td>DOY</td>
<td>[1 ... 365]</td>
</tr>
<tr>
<td>L3_BA_CCI_300m_7d_comp_s&lt;sensor&gt; with &lt;sensor&gt;: 01to 07 [AD-11]</td>
<td>7-day raster composite with the sensor detecting the BA</td>
<td>OUT</td>
<td>dl</td>
<td>[0 ... 7]</td>
</tr>
<tr>
<td>L3_BA_CCI_300m_7d_comp_QA</td>
<td>7-day raster composite with the confidence level of the detection</td>
<td>OUT</td>
<td>dl</td>
<td>[0...100]</td>
</tr>
</tbody>
</table>

**Table 5-11: Parameters needed in the compositing step of the BA LC-condition product generation**

<table>
<thead>
<tr>
<th>7-DAY BA COMPOSITE NUMBER</th>
<th>PARAMETERS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MONTH,&lt;i&gt;_i&lt;/i&gt;</td>
</tr>
<tr>
<td>01</td>
<td>1</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>7-DAY BA COMPOSITE NUMBER</th>
<th>PARAMETERS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MONTHI</td>
</tr>
<tr>
<td>02</td>
<td>1</td>
</tr>
<tr>
<td>03</td>
<td>1</td>
</tr>
<tr>
<td>04</td>
<td>1</td>
</tr>
<tr>
<td>05</td>
<td>1, 2</td>
</tr>
<tr>
<td>06</td>
<td>2</td>
</tr>
<tr>
<td>07</td>
<td>2</td>
</tr>
<tr>
<td>08</td>
<td>2</td>
</tr>
<tr>
<td>09</td>
<td>2, 3</td>
</tr>
<tr>
<td>10</td>
<td>3</td>
</tr>
<tr>
<td>11</td>
<td>3</td>
</tr>
<tr>
<td>12</td>
<td>3</td>
</tr>
<tr>
<td>13</td>
<td>3, 4</td>
</tr>
<tr>
<td>14</td>
<td>4</td>
</tr>
<tr>
<td>15</td>
<td>4</td>
</tr>
<tr>
<td>16</td>
<td>4</td>
</tr>
<tr>
<td>17</td>
<td>4</td>
</tr>
<tr>
<td>18</td>
<td>4, 5</td>
</tr>
<tr>
<td>19</td>
<td>5</td>
</tr>
<tr>
<td>20</td>
<td>5</td>
</tr>
<tr>
<td>21</td>
<td>5</td>
</tr>
<tr>
<td>22</td>
<td>5, 6</td>
</tr>
<tr>
<td>23</td>
<td>6</td>
</tr>
<tr>
<td>24</td>
<td>6</td>
</tr>
<tr>
<td>25</td>
<td>6</td>
</tr>
<tr>
<td>26</td>
<td>6, 7</td>
</tr>
<tr>
<td>27</td>
<td>7</td>
</tr>
<tr>
<td>28</td>
<td>7</td>
</tr>
<tr>
<td>29</td>
<td>7</td>
</tr>
<tr>
<td>30</td>
<td>7</td>
</tr>
<tr>
<td>31</td>
<td>7, 8</td>
</tr>
<tr>
<td>32</td>
<td>8</td>
</tr>
</tbody>
</table>
5.3.3 Step 2 – Temporal aggregation

The last step of the processing chain is the construction of the BA LC-condition product itself. The BA condition product presents the frequency at which burnt areas have been detected along the year on a given pixel, based on observations over the 2000-2012 period. It provides the percentage of BA occurrence with a 7-day temporal resolution and depicts the seasonal dynamic of the fire impact on the surface. This step applies to the BA intermediate product resulting from step 1 as well as to the CCI-Fire product.

At the end of step 2, the BA condition product is composed of two layers. The first one represents the percentage of BA occurrence, on a 7-day basis, calculated as the sum of BA detections over the number of years in the aggregation period (currently 13 years – 2000 to 2012). It is expressed between 0 and 100. The second layer gives, on a 7-day basis, the number of valid years contributing to each 7-day period. It stands for a quality indicator of the occurrence values and is expressed between 0 and

<table>
<thead>
<tr>
<th>7-DAY BA COMPOSITE NUMBER</th>
<th>Parameters</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MONTH&lt;sub&gt;i&lt;/sub&gt;</td>
<td>STARTDATE&lt;sub&gt;i&lt;/sub&gt;</td>
<td>STARTDOY&lt;sub&gt;i&lt;/sub&gt;</td>
<td>ENDDATE&lt;sub&gt;i&lt;/sub&gt;</td>
<td>ENDDOY&lt;sub&gt;i&lt;/sub&gt;</td>
</tr>
<tr>
<td>33</td>
<td>8</td>
<td>YYYY0813</td>
<td>226</td>
<td>YYYY0819</td>
<td>232</td>
</tr>
<tr>
<td>34</td>
<td>8</td>
<td>YYYY0820</td>
<td>233</td>
<td>YYYY0826</td>
<td>239</td>
</tr>
<tr>
<td>35</td>
<td>8,9</td>
<td>YYYY0827</td>
<td>240</td>
<td>YYYY0902</td>
<td>246</td>
</tr>
<tr>
<td>36</td>
<td>9</td>
<td>YYYY0903</td>
<td>247</td>
<td>YYYY0909</td>
<td>253</td>
</tr>
<tr>
<td>37</td>
<td>9</td>
<td>YYYY0910</td>
<td>254</td>
<td>YYYY0916</td>
<td>260</td>
</tr>
<tr>
<td>38</td>
<td>9</td>
<td>YYYY0917</td>
<td>261</td>
<td>YYYY0923</td>
<td>267</td>
</tr>
<tr>
<td>39</td>
<td>9,10</td>
<td>YYYY0924</td>
<td>268</td>
<td>YYYY1000</td>
<td>274</td>
</tr>
<tr>
<td>40</td>
<td>10</td>
<td>YYYY1001</td>
<td>275</td>
<td>YYYY1007</td>
<td>281</td>
</tr>
<tr>
<td>41</td>
<td>10</td>
<td>YYYY1008</td>
<td>282</td>
<td>YYYY1014</td>
<td>288</td>
</tr>
<tr>
<td>42</td>
<td>10</td>
<td>YYYY1015</td>
<td>289</td>
<td>YYYY1021</td>
<td>295</td>
</tr>
<tr>
<td>43</td>
<td>10</td>
<td>YYYY1022</td>
<td>296</td>
<td>YYYY1028</td>
<td>302</td>
</tr>
<tr>
<td>44</td>
<td>10,11</td>
<td>YYYY1029</td>
<td>303</td>
<td>YYYY1104</td>
<td>309</td>
</tr>
<tr>
<td>45</td>
<td>11</td>
<td>YYYY1105</td>
<td>310</td>
<td>YYYY1111</td>
<td>316</td>
</tr>
<tr>
<td>46</td>
<td>11</td>
<td>YYYY1112</td>
<td>317</td>
<td>YYYY1118</td>
<td>323</td>
</tr>
<tr>
<td>47</td>
<td>11</td>
<td>YYYY1119</td>
<td>324</td>
<td>YYYY1125</td>
<td>330</td>
</tr>
<tr>
<td>48</td>
<td>11,12</td>
<td>YYYY1126</td>
<td>331</td>
<td>YYYY1202</td>
<td>337</td>
</tr>
<tr>
<td>49</td>
<td>12</td>
<td>YYYY1203</td>
<td>338</td>
<td>YYYY1209</td>
<td>344</td>
</tr>
<tr>
<td>50</td>
<td>12</td>
<td>YYYY1210</td>
<td>345</td>
<td>YYYY1216</td>
<td>351</td>
</tr>
<tr>
<td>51</td>
<td>12</td>
<td>YYYY1217</td>
<td>352</td>
<td>YYYY1223</td>
<td>358</td>
</tr>
<tr>
<td>52</td>
<td>12</td>
<td>YYYY1224</td>
<td>359</td>
<td>YYYY1231</td>
<td>366</td>
</tr>
</tbody>
</table>
13. Then, the product is projected to a Plate Carrée projection with a geographic Lat/Long representation based on the WGS84 ellipsoid.

**Input and output data**

Input and output data associated with this temporal aggregation step are described in Table 5-12. No parameter is associated with this processing step.

*Table 5-12: Input and output data of the step 2 of the BA LC-condition product generation*

<table>
<thead>
<tr>
<th>DATA</th>
<th>DESCRIPTION</th>
<th>INTENT (IN, OUT, INOUT)</th>
<th>PHYSICAL UNIT</th>
<th>RANGE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Product resulting from step 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L3_BA_MCD64A1_500m_7d_comp_Date</td>
<td>7-day raster composite with the ordinal day of BA detection</td>
<td>IN dl</td>
<td>[1 ... 366]</td>
<td></td>
</tr>
<tr>
<td>Fire CCI</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L3_BA_CCI_300m_7d_comp_Date</td>
<td>7-day raster composite with the date of the first BA detection</td>
<td>IN DOY</td>
<td>[1 ... 365]</td>
<td></td>
</tr>
<tr>
<td>L3_BA_CCI_300m_7d_comp_&lt;sensor&gt; with &lt;sensor&gt;: 01to 07 [AD-11]</td>
<td>7-day raster composite with the sensor detecting the BA</td>
<td>IN dl</td>
<td>[0 ... 7]</td>
<td></td>
</tr>
<tr>
<td>L3_BA_CCI_300m_7d_comp_QA</td>
<td>7-day raster composite with the confidence level of the detection</td>
<td>IN dl</td>
<td>[0...100]</td>
<td></td>
</tr>
<tr>
<td>Aggregated product</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L4_BA_MCD64A1_500m_7d_AggOcc</td>
<td>Percentage of Burnt Areas occurrence as detected over the 2000-2012 period on a 7-day basis (ranging from 0 to 100). This describes a reference of the burnt areas dynamic at a 7-day frequency.</td>
<td>OUT dl</td>
<td>[0 ... 100]</td>
<td></td>
</tr>
<tr>
<td>L4_BA_MCD64A1_500m_7d_NYearObs</td>
<td>Number of valid years contributing to each 7-day period of the AggOcc series. It is a quality indicator of the occurrence values.</td>
<td>OUT dl</td>
<td>[0 ... 13]</td>
<td></td>
</tr>
<tr>
<td>Fire CCI</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L4_BA_CCI_300m_7d_AggOcc</td>
<td>Normalized occurrence of BA detections over the available 5 years (1999, 2000, 2002, 2003</td>
<td>OUT dl</td>
<td>[0 ... 100]</td>
<td></td>
</tr>
</tbody>
</table>
This has lead into extending the effect of the original BA detection for 4 weeks after the burnt and providing a condition product on a monthly basis (as in the input data). The number and valid cloud-free observations layer remain unchanged.

Then, the product is projected to a Plate Carrée projection with a geographic Lat/Long representation based on the WGS84 ellipsoid.

**Input and output data**

Input and output data associated with this temporal aggregation step are described in Table 5-12. No parameter is associated with this processing step.

**Table 5-13: Input and output data of the step 3 of the BA LC-condition product generation**

<table>
<thead>
<tr>
<th>DATA</th>
<th>DESCRIPTION</th>
<th>INTENT (IN, OUT, INOUT)</th>
<th>PHYSICAL UNIT</th>
<th>RANGE</th>
</tr>
</thead>
<tbody>
<tr>
<td>L4_BA_CCI_300m_7d_Agg_QA</td>
<td>Normalized level of confidence over the available 5 years (1999, 2000, 2002, 2003 and 2005)</td>
<td>OUT</td>
<td>dl</td>
<td>[0 ... 100]</td>
</tr>
<tr>
<td>L4_BA_MCD64A1_500m_7d_AggOcc</td>
<td>Percentage of Burnt Areas occurrence as detected over the 2000-2012 period on a 7-day basis (ranging from 0 to 100). This describes a reference of the burnt areas dynamics at a 7-day frequency.</td>
<td>IN</td>
<td>dl</td>
<td>[0 ... 100]</td>
</tr>
<tr>
<td>L4_BA_MCD64A1_500m_7d_AggOcc_4Weeks</td>
<td>Percentage of Burnt Areas occurrence as detected over the 2000-2012 period on a 7-day basis and on which a temporal filter increasing the duration of the burnt for 4 weeks has been applied (ranging from 0 to 100). This describes a spatially more consistent reference of the burnt areas dynamics at a 7-day frequency.</td>
<td>OUT</td>
<td>dl</td>
<td>[0 ... 100]</td>
</tr>
</tbody>
</table>
5.4 Detailed processing scheme for the snow LC-condition product

The snow condition product presents the proportion of snow occurrence detected, along the year based on observations over the 2000-2012 period. It provides the seasonal dynamic behaviour of snow coverage with a 7-day temporal resolution at 500m spatial resolution.

The snow input data originates from the 8-day MOD10A2 product [RD-145]. Data are respectively available freely from 2000 up to now at global scale. All products come in tiles of 1200*1200km and share the same technical properties: a sinusoidal projection and HDF format.

The processing chain leading to the snow LC-condition product is detailed in Figure 5-5. The “Format harmonization” and “Mosaicking” steps are preliminary steps necessary for the application of further algorithms. Their representation, in dotted lines, shows their secondary importance. The first step, consisting in a spatial filtering, aims at reducing the number of NoData observations due to the presence of clouds in order to consolidate the estimators. Step 2 temporarily aggregates snow observations over 13 years to obtain the percentages of snow occurrence. Step 3 consists in a temporal resampling as the snow condition product needs to be presented on a 7-day basis but the original time series is made of 8-day periods. Then, a temperature filter is applied on the 7-day temporarily aggregated product in order to reduce the existing commission errors. Finally, the product was reprojected to Plate Carrée with a geographic Lat/Long representation based on the WGS84 ellipsoid.

5.4.1 Preliminary step

The first preliminary step of the snow LC-condition product generation is the harmonization of the format of input data from HDF to GeoTiff. This is due to the fact that GeoTiff is far more efficiently supported than the HDF. The second preliminary step consists in mosaicking the 1200*1200 km tiles (output of the format conversion step) in global raster files.

The two preliminary steps rely on the GDAL library (see detail in section 4.2), and more precisely on the following the “GDAL_Translate” and “GDAL_Merge” functions. The first one allows converting raster data between different formats. It uses as parameters the output format (which is GeoTiff in our case), the compression type, the image structure information and the names of the input and output files. The second one allows appending several adjacent raster files together to form a unique raster file. It uses as parameters the name of the output file, the output format (which is GeoTiff by default), the compression type, the image structure information and the names of the input tiles.

Figure 5-5: Schematic illustration of the processing chain of the snow LC-condition product construction.
Algorithm assumptions and limitations

The “GDAL_merge” algorithm makes the hypotheses that all tiles share the same coordinate system and have a matching number of bands.

Input and output data

Input and output data of the two preliminary steps are described in Table 5-14. The parameters associated with the format conversion and the mosaicking steps are presented in Table 5-15 and Table 5-16, respectively.

<table>
<thead>
<tr>
<th>DATA</th>
<th>DESCRIPTION</th>
<th>INTENT (IN, OUT, INOUT)</th>
<th>PHYSICAL UNIT</th>
<th>RANGE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full archive of MOD10A2 tiles from 2000 to 2012 in HDF format.</td>
<td>It includes our science data set of interest: Maximum_Snow_Extent (MSE) [AD 11]</td>
<td>IN</td>
<td>dl</td>
<td>[0 ... 255]</td>
</tr>
<tr>
<td>L3_MOD10A2_500m_8d_MSE.tif</td>
<td>Global raster layer in GeoTiff format with the Maximum Snow Extent</td>
<td>OUT</td>
<td>dl</td>
<td>[0...255]</td>
</tr>
</tbody>
</table>

Table 5-15: Parameters needed to run the format conversion preliminary step (snow LC-condition product)

<table>
<thead>
<tr>
<th>PARAMETERS</th>
<th>DESCRIPTION</th>
<th>INTENT (IN, OUT, INOUT)</th>
<th>FORMAT</th>
<th>RANGE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input</td>
<td>Name of the input file</td>
<td>IN</td>
<td>String</td>
<td>/</td>
</tr>
<tr>
<td>Output</td>
<td>Name of the output file</td>
<td>IN</td>
<td>String</td>
<td>/</td>
</tr>
<tr>
<td>Format</td>
<td>Output format</td>
<td>IN</td>
<td>String</td>
<td>/</td>
</tr>
<tr>
<td>Compress</td>
<td>Compression type</td>
<td>IN</td>
<td>String</td>
<td>/</td>
</tr>
<tr>
<td>Interleave</td>
<td>Image structure information</td>
<td>IN</td>
<td>String</td>
<td>/</td>
</tr>
<tr>
<td>Tiled</td>
<td>Image structure information</td>
<td>IN</td>
<td>String</td>
<td>/</td>
</tr>
</tbody>
</table>

Table 5-16: Parameters needed to run the mosaicking preliminary step (snow LC-condition product)

<table>
<thead>
<tr>
<th>PARAMETERS</th>
<th>DESCRIPTION</th>
<th>INTENT (IN, OUT, INOUT)</th>
<th>FORMAT</th>
<th>RANGE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tiles</td>
<td>Name of the input tiles</td>
<td>IN</td>
<td>String</td>
<td>/</td>
</tr>
<tr>
<td>Output</td>
<td>Name of the output file</td>
<td>IN</td>
<td>String</td>
<td>/</td>
</tr>
<tr>
<td>Compress</td>
<td>Compression type</td>
<td>IN</td>
<td>String</td>
<td>/</td>
</tr>
<tr>
<td>Interleave</td>
<td>Image structure information</td>
<td>IN</td>
<td>String</td>
<td>/</td>
</tr>
<tr>
<td>Tiled</td>
<td>Image structure information</td>
<td>IN</td>
<td>String</td>
<td>/</td>
</tr>
</tbody>
</table>
5.4.2 Step 1 – Spatial filtering

The first step of the processing chain is the filtering of the L3_MOD10A2_500m_8d_MSE products of the preliminary steps to conservatively remove small clouds.

Based on the preliminary results, it was decided to constraint the maximum size of filtered clouds to a 5 by 5 pixels square (~6.25 km²) and to set that the cloud must not exceed a given size and must be totally surrounded by the same class. In practice, this filter is based on two passes:

1. Assign a new status at the center of small clouds that are surrounded by the same non cloud status. This is done by verifying that the perimeter of the window does not include any cloudy pixel and that all non cloud pixels within the window belong to the same class. It is worth noting that the radius of the processing window has to be one pixel larger than the maximum size of the cloud to be removed so that the surrounding of the cloud can be analyzed.

2. Expand the new snow status values to all cloud pixels connected to a pixel with a new snow status. When a cloud pixel has been identified as the center of a cloud surrounded by a single class, all the pixels actually connected to this central pixels meet the conditions for being removed. The second pass of the filter therefore expands the central pixel in order to cover the full cloud extent.

The result of this filter is similar to a classical erosion filter, but keeps the no data values in ambiguous cases such as the border of a large cloud. Furthermore, due to the strict obedience to the rule of a single class around the central pixel, the filter prevents from guessing a class in case of heterogeneous landscape. However, it iteratively runs with increasing radius size in order to increase the chances of removal of small clouds. Indeed, the probability to have a single class inside a square neighbourhood decreases with the size of this neighbourhood.

Algorithm assumptions and limitations

It is assumed that the snow cover does not rapidly change in space. However, we are aware that small isolated patches could be observed on the ground. Those patches however remain extremely rare according to our analysis.

Input and output data

Input and output data associated with this compositing step are described in Table 5-17. The parameters associated with this step are presented in Table 5-18.

<table>
<thead>
<tr>
<th>DATA</th>
<th>DESCRIPTION</th>
<th>INTENT (IN, OUT, INOUT)</th>
<th>PHYSICAL UNIT</th>
<th>RANGE</th>
</tr>
</thead>
<tbody>
<tr>
<td>L3_MOD10A2_500m_8d_MSE.tif</td>
<td>Raster layer in GTiff format with classes snow and ice</td>
<td>IN</td>
<td>/</td>
<td>[0...255]</td>
</tr>
</tbody>
</table>
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DATA | DESCRIPTION | INTENT (IN, OUT, INOUT) | PHYSICAL UNIT | RANGE
--- | --- | --- | --- | ---
L3_MOD10A2_500m_8d_MSE_filtered.tif | Raster layer in GTiff format with classes snow and ice, filtered for small clouds | OUT | / | [0 ... 255]

Table 5-18: Parameters needed in the step 1 of the Snow LC-condition product generation

<table>
<thead>
<tr>
<th>PARAMETERS</th>
<th>DESCRIPTION</th>
<th>INTENT (IN, OUT, INOUT)</th>
<th>PHYSICAL UNIT</th>
<th>RANGE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input</td>
<td>Name of the input file</td>
<td>IN</td>
<td>String</td>
<td>/</td>
</tr>
<tr>
<td>Output</td>
<td>Name of the output file</td>
<td>OUT</td>
<td>String</td>
<td>/</td>
</tr>
<tr>
<td>Ni_eight</td>
<td>Date which marks the start of the 7-day period</td>
<td>IN</td>
<td>None</td>
<td>[1...46]</td>
</tr>
<tr>
<td>SRmax</td>
<td>Maximum size of the radius for the filtering</td>
<td>IN</td>
<td>None</td>
<td>[1 2 3]</td>
</tr>
<tr>
<td>variables</td>
<td>Variables created in the algorithm are defined in the pseudo-code representation</td>
<td>INOUT</td>
<td>dl</td>
<td></td>
</tr>
</tbody>
</table>

5.4.3 Step 2 – Temporal aggregation

The second step of the processing chain is the construction of the snow LC-condition product itself. The snow LC-condition product is an interpreted snow indicator that gives, for each pixel, the percentage occurrence of snow coverage. It is composed of 8-day time series of 1 variable: the average annual reference trajectory of snow behaviour and one quality-oriented variable to inform on the robustness of the occurrence.

For each valid pixel of each 8-day period, the percentage of snow occurrence is first determined by the calculation of the sum of the number of snow covered days over the 13 years weighed by the number of valid observations. The output ranges from 0 (no snow was detected in 13 years) to 100 (permanent snow).

Algorithm assumptions and limitations

It is assumed that the valid observations are correct and that at least one snow observation is needed to flag the period as “snow”.

Input and output data

Input and output data associated with this temporal aggregation step are described in Table 5-19. Associated parameters are presented in Table 5-20.
Table 5-19: Input and output data of the step 2 of the Snow LC-condition product generation

<table>
<thead>
<tr>
<th>DATA</th>
<th>DESCRIPTION</th>
<th>INTENT (IN, OUT, INOUT)</th>
<th>PHYSICAL UNIT</th>
<th>RANGE</th>
</tr>
</thead>
<tbody>
<tr>
<td>L3_MOD10A2_500m_8d_MSE_filtered.tif</td>
<td>Maximum snow extent classification in the 8-day filled snow product.</td>
<td>IN</td>
<td>dl</td>
<td>[0 ... 255]</td>
</tr>
<tr>
<td>L4_MOD10A2_500m_8d_WAverage13y</td>
<td>8-day synthesis of the average number of snow covered days weighed by the number of valid observations over the 13 years period</td>
<td>OUT</td>
<td>percent</td>
<td>[0 ... 100]</td>
</tr>
<tr>
<td>L4_MOD10A2_500m_8d_NYearObs13y</td>
<td>8-day synthesis of the total number of years when snow was detected</td>
<td>OUT</td>
<td>dl</td>
<td>[0 ... 13]</td>
</tr>
</tbody>
</table>

Table 5-20: Parameters needed in the step 2 of the Snow LC-condition product generation

<table>
<thead>
<tr>
<th>PARAMETERS</th>
<th>DESCRIPTION</th>
<th>INTENT (IN, OUT, INOUT)</th>
<th>PHYSICAL UNIT</th>
<th>RANGE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inputs</td>
<td>Name of the input files</td>
<td>IN</td>
<td>String</td>
<td>/</td>
</tr>
<tr>
<td>Outputs</td>
<td>Name of the output files</td>
<td>OUT</td>
<td>String</td>
<td>/</td>
</tr>
<tr>
<td>Ni_eight</td>
<td>Number of the eight day period</td>
<td>IN</td>
<td>None</td>
<td>[1 ... 46]</td>
</tr>
<tr>
<td>variables</td>
<td>Variables created in the algorithm are defined in the pseudo-code representation [AD 12]</td>
<td>INOUT</td>
<td>dl</td>
<td></td>
</tr>
</tbody>
</table>

5.4.4 Step 3 – Temporal interpolation

In the framework of the CCI-LC project, the convention for the aggregation of observations is set to 7 days. The temporal interpolation algorithm enables fulfilling this requirement. The 8-days time series are converted into 7-days time series using a linear interpolation.

This step can be split in two parts. The first part consists in finding the two eight-day periods that intersect each seven-day period. The second part is the temporal interpolation itself.

In order to find the eight day periods corresponding to the seven-day periods, the calendar day of the middle of the seven-day period is computed, then the two closest eight day periods are identified. There are two special cases for this rule: for the first week, the 7-day period is assumed to be identical to the first 8-day period; for the last week, the average between the last and the first 8-day periods is computed.
A linear interpolation was selected because it is robust and fast. Due to the small distance in time between the interpolated values (maximum 3.5 days to the closest date), little difference are expected between a linear interpolation and more advanced interpolation methods. Finally the product is reprojected to a Plate Carree projection with a geographic Lat/Long representation based on the WGS84 ellipsoid.

<table>
<thead>
<tr>
<th>DATA</th>
<th>DESCRIPTION</th>
<th>INTENT (IN, OUT, INOUT)</th>
<th>PHYSICAL UNIT</th>
<th>RANGE</th>
</tr>
</thead>
<tbody>
<tr>
<td>L4_Snow_500m_8d_WAverage13y</td>
<td>8-day synthesis of the average number of snow covered days weighed by the number of valid observations over the 13 years period</td>
<td>IN</td>
<td>percent</td>
<td>[0 ... 100]</td>
</tr>
<tr>
<td>L4_Snow_500m_8d_NYearObs13y</td>
<td>8-day synthesis of the total number of years when snow was detected</td>
<td>IN</td>
<td>dl</td>
<td>[0 ... 13]</td>
</tr>
<tr>
<td>L4_Snow_500m_7d_WAverage13y</td>
<td>7-day synthesis of the average number of snow covered days weighed by the number of valid observations over the 13 years period</td>
<td>OUT</td>
<td>percent</td>
<td>[0 ... 100]</td>
</tr>
<tr>
<td>L4_Snow_500m_7d_NYearObs13y</td>
<td>7-day synthesis of the total number of years when snow was detected</td>
<td>OUT</td>
<td>dl</td>
<td>[0 ... 13]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>PARAMETERS</th>
<th>DESCRIPTION</th>
<th>INTENT (IN, OUT, INOUT)</th>
<th>PHYSICAL UNIT</th>
<th>RANGE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inputs</td>
<td>Name of the input files</td>
<td>IN</td>
<td>String</td>
<td>/</td>
</tr>
<tr>
<td>Outputs</td>
<td>Name of the output files</td>
<td>OUT</td>
<td>String</td>
<td>/</td>
</tr>
<tr>
<td>Ni_seven</td>
<td>Number of the week</td>
<td>IN</td>
<td>None</td>
<td>[1 ... 52]</td>
</tr>
<tr>
<td>variables</td>
<td>Variables created in the algorithm are defined in the pseudo-code representation [AD 12]</td>
<td>INOUT</td>
<td>dl</td>
<td></td>
</tr>
</tbody>
</table>
5.4.5 Step 4 – Temperature filter

Although the MODIS suite of snow products is qualified by high accuracy [RD-160, RD-161], it is also widely agreed that commission errors are present due to the high frequency of cloud cover and the presence of bright areas that are confounded with snow ([RD-153, RD-154, RD-155, RD-156, RD-157, RD-158]. This is also visible in the 7-day synthesis of the average number of snow covered days resulting from step 3.

Therefore, a temperature filter was applied on these 7-day syntheses in order to reduce the percentage of snow occurrence in regions/periods mostly unprobable, as defined by the expected temperature in the area. The likelihood of a snow event has been evaluated by taking into consideration the probability of false detection and the probability of snow event conditionally to the temperature. Indeed, snow is less likely to be present when the temperature increases but it is also unlikely that the classification algorithm fails on the same pixel several times. For each week, the monthly averaged temperature from the ‘WorldClim’ database is used to detect potential commission errors. The candidate commission errors are then confirmed if the snow probability of the area is low in order to give the priority to the classification algorithm when there are multiple detections. In practice, a linear combination of temperature and snow probability (temperature – 20*probability) is compared with a threshold value of 13. This value has been defined globally based on qualitative and quantitative analysis of the raw products.

The application of such filter improves the spatial consistency of the snow condition product and removes the majority of the artefacts in cloudy areas.

Algorithm assumptions and limitations

It is assumed that the compiled monthly average temperatures over the 1950-2000 period can be reliably used on the 7-day syntheses of the percentage of snow occurrence although the divergence of spatio/temporal resolution of both series of products.

In addition, it is assumed that using data measured at weather stations from a large number of global, regional, national, and local sources that are then interpolated, gives more robust results than current EO-based land surface temperature data. Indeed, EO-based LST are affected by clouds and therefore invalid when clouds are confused with snow.

Input and output data

Table 5-28: Input and output data of the step 4 of the Snow LC-condition product generation

<table>
<thead>
<tr>
<th>DATA</th>
<th>DESCRIPTION</th>
<th>INTENT (IN, OUT, INOUT)</th>
<th>PHYSICAL UNIT</th>
<th>RANGE</th>
</tr>
</thead>
<tbody>
<tr>
<td>L4_Snow_500m_7d_WAverage13y</td>
<td>7-day synthesis of the average number of snow covered days weighed by the number of valid observations over the 13 years period</td>
<td>IN</td>
<td>percent</td>
<td>[0 ... 100]</td>
</tr>
</tbody>
</table>
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### DATA DESCRIPTION

<table>
<thead>
<tr>
<th>DATA</th>
<th>DESCRIPTION</th>
<th>INTENT (IN, OUT, INOUT)</th>
<th>PHYSICAL UNIT</th>
<th>RANGE</th>
</tr>
</thead>
<tbody>
<tr>
<td>WorldClimTemperature_1km_1m_Average50y</td>
<td>monthly average temperature compiled from 1950 to 2000</td>
<td>IN</td>
<td>10°C (scaling factor 0.1)</td>
<td>[-513 ... 338]</td>
</tr>
<tr>
<td>L4_Snow_500m_7d_WAverage13y_Cleaned</td>
<td>Cleaned 7-day synthesis of the average number of snow covered days weighed by the number of valid observations over the 13 years period, based on the WorldClim database.</td>
<td>OUT</td>
<td>percent</td>
<td>[0 ... 100]</td>
</tr>
</tbody>
</table>

### 5.5 Detailed processing scheme for the water LC-condition product

The water LC-condition product gives, for each pixel, the annual average temporal profile of frequency of the water status during the 1998-2012 epoch at global scale and with a 300-m spatial resolution. It gives, week after week, the frequency at which a pixel is covered with water over the 15 years.

The processing chain leading to the water LC-condition product is detailed in Figure 5-6.

The input data include three existing water products [AD-11]: the L3 CCI Water Bodies (L3 CCI WB) product [RD-149], the L3 aggregated MERIS 5°x5° tiles and the Geoland 2 Water Bodies product version2 (G2 WB) [RD-150].

Three preliminary steps are included in the product processing chain, which tend to harmonize the shape of input data to GeoTiff files at global extent and Plate-Carrée projection. They consist in format conversion, mosaicking and re-projection processes and are necessary for the application of further algorithms. Their representation, in dotted lines, shows their secondary importance. As the final water LC-condition product is presented on a 7-day basis, a compositing algorithm is applied in step 1 to data sharing a different aggregation periods. Step 2 consists in the combination of the water products in order to reach a unique 7-day combined product at global scale with sufficient observations. In a concern for improving the robustness of the final LC-condition product, remaining invalid (NaN) values are filled in step 3. Finally, step 4 temporarily aggregates water observations over 15 years and leads to the water LC-condition product itself.

As all preliminary steps regarding the L3 aggregated MERIS 5°x5° tiles were described in the snow LC-condition processing chain, the reader is invited to refer to section 5.4.1 for supplemental information.
5.5.1 Preliminary steps

The mosaicking of tiled products concerns the L3 CCI WB while the re-projection into Plate-Carrée applies to the sinusoidal L3 G2 WB syntheses. This conversion of projection is mandatory to perform the combination of water products in step 3.

These two preliminary steps (mosaicking and re-projection) rely on the following “GDAL_Merge” and “GDAL_warp” functions. The first one allows appending several adjacent raster files together to form a unique raster file. It uses as parameters the name of the output file, the output format (which is GeoTiff by default), the compression type, the image structure information and the names of the input tiles. The second one can re-project any raster with a defined projection to any other supported projection. In our case, the conversion from sinusoidal to Plate-Carrée projection is operated. The nearest neighbour re-sampling method is used by default.

**Input and output data**

Input and output data of the two preliminary steps (mosaicking and re-projection) are described in Table 5-21. The parameters associated with the mosaicking and the re-projection steps are presented in Table 5-22.

<table>
<thead>
<tr>
<th>DATA</th>
<th>DESCRIPTION</th>
<th>INTENT (IN, OUT, INOUT)</th>
<th>PHYSICAL UNIT</th>
<th>RANGE</th>
</tr>
</thead>
<tbody>
<tr>
<td>L3_CCI_WB</td>
<td>Tiles of the CCI WB product</td>
<td>IN</td>
<td>dl</td>
<td>[0 … 2]</td>
</tr>
<tr>
<td>L3_Water_G2_250m_7d_Status</td>
<td>Water status of the 7-day</td>
<td>IN</td>
<td>dl</td>
<td>[0 … 2]</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>DATA</th>
<th>DESCRIPTION</th>
<th>INTENT (IN, OUT, INOUT)</th>
<th>PHYSICAL UNIT</th>
<th>RANGE</th>
</tr>
</thead>
<tbody>
<tr>
<td>L3_Water_G2_250m_7d_NObs</td>
<td>Number of valid observations in the 7-day period in “sinusoïdal” projection</td>
<td>IN</td>
<td>dl</td>
<td>[0 … 7]</td>
</tr>
<tr>
<td>L3_Water_CCI_150m_mosaic_Status</td>
<td>Mosaic with the water status</td>
<td>OUT</td>
<td>dl</td>
<td>[0 … 2]</td>
</tr>
<tr>
<td>L3_Water_CCI_150m_mosaic_&lt;_var&gt;_Date with &lt;var&gt;: Start ; End</td>
<td>Mosaic of the dates when water was first/last detected</td>
<td>OUT</td>
<td>Day of the year</td>
<td>[1 … 365]</td>
</tr>
<tr>
<td>L3_Water_G2_250m_7d_proj_Status</td>
<td>Water status of the 7-day period in the “Plate-Carrée” projection</td>
<td>OUT</td>
<td>dl</td>
<td>[0 … 2]</td>
</tr>
<tr>
<td>L3_Water_G2_250m_7d_proj_Nobs</td>
<td>Number of valid observations in the 7-day period in the “Plate-Carrée” projection</td>
<td>OUT</td>
<td>dl</td>
<td>[0 … 7]</td>
</tr>
</tbody>
</table>

Table 5-22: Parameters needed to run the mosaicking and re-projection preliminary step (water LC-condition product)

<table>
<thead>
<tr>
<th>PARAMETERS</th>
<th>DESCRIPTION</th>
<th>INTENT (IN, OUT, INOUT)</th>
<th>FORMAT</th>
<th>ALGORITHM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input</td>
<td>Name of the input file</td>
<td>IN</td>
<td>String</td>
<td>Merge</td>
</tr>
<tr>
<td>Output</td>
<td>Name of the output file</td>
<td>IN</td>
<td>String</td>
<td>Merge</td>
</tr>
<tr>
<td>Compress</td>
<td>Compression type</td>
<td>IN</td>
<td>String</td>
<td>Merge</td>
</tr>
<tr>
<td>Interleave</td>
<td>Image structure information</td>
<td>IN</td>
<td>String</td>
<td>Merge</td>
</tr>
<tr>
<td>Tiled</td>
<td>Image structure information</td>
<td>IN</td>
<td>String</td>
<td>Merge</td>
</tr>
<tr>
<td>t_srs</td>
<td>target spatial reference set with “Proj” being Plate-Carrée and the “datum” being WGS84</td>
<td>IN</td>
<td>String</td>
<td>Wrap</td>
</tr>
</tbody>
</table>

5.5.2 Step 1 – Compositing

The first step of construction of the water LC-condition product is the construction of 7-day composite products. This step is described for the L3 CCI WB product (L3_Water_CCI_150m_mosaic layers). The aggregation is run in a way that keeps the water status of the 7-day period together with the number of valid observations on which it was defined.
For each 7-day periods, the status of each pixel of the L3 CCI WB product is included in the dedicated “Status” layer according to the “L3_Water_CCI_150m_mosaic_StartDate” and “L3_Water_CCI_150m_mosaic_EndDate”. The water status is attributed to the 7-day period as soon as water was detected once in the period. The number of valid observation is counted and added in the Nobs layer.

**Input and output data**

Input and output data associated with this compositing step are described in Table 5-23. The parameters associated with this step are presented in Table 5-24.

### Table 5-23: Input and output data of the step 1 of the Water LC-condition product generation

<table>
<thead>
<tr>
<th>DATA</th>
<th>DESCRIPTION</th>
<th>INTENT (IN, OUT, INOUT)</th>
<th>PHYSICAL UNIT</th>
<th>RANGE</th>
</tr>
</thead>
<tbody>
<tr>
<td>L3_Water_CCI_150m_mosaic_Status</td>
<td>Mosaic of the water status</td>
<td>IN</td>
<td>dl</td>
<td>[0 ... 2]</td>
</tr>
<tr>
<td>L3_Water_CCI_150m_mosaic_&lt;var&gt;Date with &lt;var&gt;: Start ; End</td>
<td>Mosaic of the dates when water was first/last detected</td>
<td>IN</td>
<td>dl</td>
<td>[1 ... 365]</td>
</tr>
<tr>
<td>L3_Water_CCI_150m_7d_comp_Status</td>
<td>Water status of the 7-day period</td>
<td>OUT</td>
<td>dl</td>
<td>[0...1]</td>
</tr>
<tr>
<td>L3_Water_CCI_150m_7d_comp_Nobs</td>
<td>Number of valid observations in the 7-day period</td>
<td>OUT</td>
<td>dl</td>
<td>[0...7]</td>
</tr>
</tbody>
</table>

### Table 5-24: Parameters needed in the step 1 of the Water LC-condition product generation

<table>
<thead>
<tr>
<th>PARAMETERS</th>
<th>DESCRIPTION</th>
<th>INTENT (IN, OUT, INOUT)</th>
<th>PHYSICAL UNIT</th>
<th>RANGE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input</td>
<td>Name of the input file</td>
<td>IN</td>
<td>String</td>
<td>/</td>
</tr>
<tr>
<td>Output</td>
<td>Name of the output file</td>
<td>IN</td>
<td>String</td>
<td>/</td>
</tr>
<tr>
<td>Ni_START</td>
<td>Date which marks the start of the 7-day period</td>
<td>IN</td>
<td>None</td>
<td>[YYYY0101 ... YYYY1222]</td>
</tr>
<tr>
<td>Ni_END</td>
<td>Date which marks the end of the 7-day period</td>
<td>IN</td>
<td>None</td>
<td>[YYYY0107 ... YYYY1231]</td>
</tr>
<tr>
<td>variables</td>
<td>created in the algorithm are defined in the pseudo-code representation [AD 12]</td>
<td>INOUT</td>
<td>dl</td>
<td></td>
</tr>
</tbody>
</table>

### 5.5.3 Step 2 – Products combination

The second step of the water LC-condition product processing chain is the combination of the three 7-day water products into a unique combined product. This combination is applied for each 7-day periods for the 15 years.
The L3 CCI WB product is mainly derived from a water detection indicator generated using Synthetic Aperture Radar (SAR) data. It delineates, with a spatial resolution of 150 m, permanent and seasonal water observations along with the dates of detections. Although the global spatial coverage is satisfying, the number of measurements over time is expected to be limited (e.g. Quebec). Moreover, SAR data might be unreliable in mountainous areas. This will certainly prevent from a clear discrimination of water bodies in such regions. To circumvent this issue, the L3 aggregated 5°x5° composites are the G2 WB product are integrated in reinforcement of the water detection.

An empty raster is firstly created with a global spatial extent and a Plate-Carrée Projection. The size of cells reaches 150m, the best spatial resolution amongst water products (L3 CCI WB). Water observations are assigned to the cells of the empty matrix according to the product from which it is originated. Priority is given to L3 CCI WB composites when they exist, then to the status of the L3 MERIS composites and finally to the G2 WB product.

**Input and output data**

Input and output data associated with this products combination step are described in Table 5-25. The parameters associated with this step are presented in Table 5-26.

*Table 5-25: Input and output data of the step 2 of the Water LC-condition product generation*

<table>
<thead>
<tr>
<th>DATA</th>
<th>DESCRIPTION</th>
<th>INTENT (IN, OUT, INOUT)</th>
<th>PHYSICAL UNIT</th>
<th>RANGE</th>
</tr>
</thead>
<tbody>
<tr>
<td>L3_Water_CCI_150m_7d_comp_Status</td>
<td>Water status of the 7-day period</td>
<td>IN</td>
<td>dl</td>
<td>[0…1]</td>
</tr>
<tr>
<td>L3_Water_CCI_150m_7d_comp_Nobs</td>
<td>Number of valid observations in the 7-day period</td>
<td>IN</td>
<td>dl</td>
<td>[0…7]</td>
</tr>
<tr>
<td>L3_Water_Meris_300m_7d_mosaic_Status</td>
<td>Mosaic of the number of observations with water in the 7-day period</td>
<td>IN</td>
<td>dl</td>
<td>[0 ... 2]</td>
</tr>
<tr>
<td>L3_Water_Meris_300m_7d_mosaic_Nobs</td>
<td>Mosaic of the number of valid observations in the 7-day period</td>
<td>IN</td>
<td>dl</td>
<td>[0 ... 7]</td>
</tr>
<tr>
<td>L3_Water_G2_250m_7d_proj_Status</td>
<td>Water status of the 7-day period in the “Plate-Carrée” projection</td>
<td>IN</td>
<td>dl</td>
<td>[0 ... 2]</td>
</tr>
<tr>
<td>L3_Water_G2_250m_7d_proj_Nobs</td>
<td>Number of valid observations in the 7-day period in the “Plate-Carrée” projection</td>
<td>IN</td>
<td>dl</td>
<td>[0 ... 7]</td>
</tr>
<tr>
<td>L3_Water_Combi_150m_7d_Status</td>
<td>Water status of the 7-day period</td>
<td>OUT</td>
<td>dl</td>
<td>[0 ... 2]</td>
</tr>
<tr>
<td>L3_Water_Combi_150m_7d_Nobs</td>
<td>Number of valid observations in the 7-day period</td>
<td>OUT</td>
<td>dl</td>
<td>[0 ... 7]</td>
</tr>
<tr>
<td>L3_Water_Combi_150m_7d_Origine</td>
<td>Name of the product from which the water observation was taken.</td>
<td>OUT</td>
<td>/</td>
<td>[1 … 3]</td>
</tr>
</tbody>
</table>
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### Table 5-26: Parameters needed in the step 2 of the Water LC-condition product generation

<table>
<thead>
<tr>
<th>PARAMETERS</th>
<th>DESCRIPTION</th>
<th>INTENT (IN, OUT, INOUT)</th>
<th>PHYSICAL UNIT</th>
<th>RANGE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input</td>
<td>Name of the input file</td>
<td>IN</td>
<td>String</td>
<td>/</td>
</tr>
<tr>
<td>Output</td>
<td>Name of the output file</td>
<td>IN</td>
<td>String</td>
<td>/</td>
</tr>
<tr>
<td>Ni_START</td>
<td>Date which marks the start of the 7-day period</td>
<td>IN</td>
<td>None</td>
<td>[YYYY0101 ... YYYY1222]</td>
</tr>
<tr>
<td>Ni_END</td>
<td>Date which marks the end of the 7-day period</td>
<td>IN</td>
<td>None</td>
<td>[YYYY0107 ... YYYY1231]</td>
</tr>
<tr>
<td>variables</td>
<td>Variables created in the algorithm are defined in the pseudo-code representation [AD 12]</td>
<td>INOUT</td>
<td>dl</td>
<td></td>
</tr>
</tbody>
</table>

#### 5.5.4 Step 3 – Gap filling

In order to enhance the robustness of the final water LC-condition product, step 3 tends to optimize the number of available observations by filling missing and invalid values remaining in the 7-day syntheses of the combined product. This gap filling is

Firstly, for each 7-day period, the combined product is scanned iteratively. When an invalid value (the gap) is detected, the values of its 8 neighbour pixels are observed. If at least 4 of them are valid and share the water status, then the water status is assigned to the gap. Consequently, the status “FILLED” is assigned to the corresponding pixel in the “L3_Water_Combi_7day_Origine” layer. Filled gaps are not taken into account as valid neighbour pixels for further gap filling.

**Algorithm assumptions and limitations**

The gap filling algorithm assumes auto-correlation of water presence.

**Input and output data**

Input and output data associated with this gap filling step are described in Table 5-27. The parameters associated with this step are presented in Table 5-28.
Table 5-27: Input and output data of the step 3 of the Water LC-condition product generation

<table>
<thead>
<tr>
<th>DATA</th>
<th>DESCRIPTION</th>
<th>INTENT (IN, OUT, INOUT)</th>
<th>PHYSICAL UNIT</th>
<th>RANGE</th>
</tr>
</thead>
<tbody>
<tr>
<td>L3_Water_Combi_150m_7d_Status</td>
<td>Water status of the 7-day period</td>
<td>IN</td>
<td>dl</td>
<td>[0 ... 2]</td>
</tr>
<tr>
<td>L3_Water_Combi_150m_7d_Nobs</td>
<td>Number of valid observations in the 7-day period</td>
<td>IN</td>
<td>dl</td>
<td>[0 ... 7]</td>
</tr>
<tr>
<td>L3_Water_Combi_150m_7d_Origine</td>
<td>Name of the product from which the water observation was taken.</td>
<td>IN</td>
<td>/</td>
<td>[1 … 3]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1 = CCI</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2 = MERIS</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>3 = G2</td>
</tr>
<tr>
<td>L3_Water_Filled_150m_7d_Status</td>
<td>Water status of the 7-day period after the gap filling</td>
<td>OUT</td>
<td>dl</td>
<td>[0 ... 7]</td>
</tr>
<tr>
<td>L3_Water_Filled_150m_7d_Nobs</td>
<td>Number of valid observations in the 7-day period</td>
<td>OUT</td>
<td>dl</td>
<td>[0 ... 7]</td>
</tr>
<tr>
<td>L3_Water_Filled_150m_7d_Origine</td>
<td>Name of the product from which the water observation was taken.</td>
<td>OUT</td>
<td>/</td>
<td>[1 … 4]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1 = CCI</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2 = MERIS</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>3 = G2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>4 = FILLED</td>
</tr>
</tbody>
</table>

Table 5-28: Parameters needed in the step 3 of the Water LC-condition product generation

<table>
<thead>
<tr>
<th>PARAMETERS</th>
<th>DESCRIPTION</th>
<th>INTENT (IN, OUT, INOUT)</th>
<th>PHYSICAL UNIT</th>
<th>RANGE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input</td>
<td>Name of the input file</td>
<td>IN</td>
<td>String</td>
<td>/</td>
</tr>
<tr>
<td>Output</td>
<td>Name of the output file</td>
<td>IN</td>
<td>String</td>
<td>/</td>
</tr>
<tr>
<td>Ni.START</td>
<td>Date which marks the start of the 7-day period</td>
<td>IN</td>
<td>None</td>
<td>[YYYY0101 ... YYYY1222]</td>
</tr>
<tr>
<td>Ni.END</td>
<td>Date which marks the end of the 7-day period</td>
<td>IN</td>
<td>None</td>
<td>[YYYY0107 ... YYYY1231]</td>
</tr>
<tr>
<td>variables</td>
<td>Variables created in the algorithm are defined in the pseudo-code representation [AD 12]</td>
<td>INOUT</td>
<td>dl</td>
<td></td>
</tr>
</tbody>
</table>
5.5.5 Step 4 – Temporal aggregation

The last step of the construction of the water LC-condition product is the multi-annual aggregation of fire observations of the 15 years of 7-day syntheses into a unique annual and averaged water detection indicator. It is composed of 3 layers: a 15-year average number of water detections, the corresponding standard deviation and a quality flag layer.

For each valid pixel of each 7-day period, the average number of water detected over the 15 years and the corresponding standard deviation are calculated. A quality flag layer is then created summarizing the total number of valid yearly observation used in the water LC-condition calculation.

Input and output data

Input and output data associated with this temporal aggregation step are described in Table 5-29. The parameters associated with this step are presented in Table 5-30.

Table 5-29: Input and output data of the step 4 of the Water LC-condition product generation

<table>
<thead>
<tr>
<th>DATA</th>
<th>DESCRIPTION</th>
<th>INTENT (IN, OUT, INOUT)</th>
<th>PHYSICAL UNIT</th>
<th>RANGE</th>
</tr>
</thead>
<tbody>
<tr>
<td>L3_ Water_Filled_150m_7d_Status</td>
<td>Water status of the 7-day period after the gap filling</td>
<td>IN</td>
<td>dl</td>
<td>[0 ... 7]</td>
</tr>
<tr>
<td>L3_ Water_Filled_150m_7d_Nobs</td>
<td>Number of valid observations in the 7-day period</td>
<td>IN</td>
<td>dl</td>
<td>[0 ... 7]</td>
</tr>
<tr>
<td>L3_ Water_Filled_150m_7d_Origine</td>
<td>Name of the product from which the water observation was taken.</td>
<td>IN</td>
<td>/</td>
<td>[1 ... 4] 1 = CCI 2 = MERIS 3 = G2 4 = FILLED</td>
</tr>
<tr>
<td>L4_ Water_150m_7d_WAverage15y</td>
<td>Proportion of water status over the 15 years period</td>
<td>OUT</td>
<td>dl</td>
<td>[0 ... 1]</td>
</tr>
<tr>
<td>L4_ Water_150m_7d_Std15y</td>
<td>Standard deviation related to the of 7-day period with the water status over the 15 years period</td>
<td>OUT</td>
<td>dl</td>
<td>[0 ... x]</td>
</tr>
<tr>
<td>L4_ Water_150m_7d_NYearObs15y</td>
<td>Number of valid years included in the source products</td>
<td>OUT</td>
<td>dl</td>
<td>[0 ... 15]</td>
</tr>
<tr>
<td>L4_ Water_150m_7d_15y_&lt;source&gt; with &lt;source&gt; = CCI; MERIS; G2; FILLED</td>
<td>7-day synthesis of the number of years where the water observation originates from the &lt;source&gt;</td>
<td>OUT</td>
<td>dl</td>
<td>[1 ... 4] 1 = CCI 2 = MERIS 3 = G2 4 = FILLED</td>
</tr>
</tbody>
</table>
### Table 5-30: Parameters needed in the step 4 of the Water LC-condition product generation

<table>
<thead>
<tr>
<th>PARAMETERS</th>
<th>DESCRIPTION</th>
<th>INTENT (IN, OUT, INOUT)</th>
<th>PHYSICAL UNIT</th>
<th>RANGE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input</td>
<td>Name of the input file</td>
<td>IN</td>
<td>String</td>
<td>/</td>
</tr>
<tr>
<td>Output</td>
<td>Name of the output file</td>
<td>IN</td>
<td>String</td>
<td>/</td>
</tr>
<tr>
<td>Ni_START</td>
<td>Date which marks the start of the 7-day period</td>
<td>IN</td>
<td>None</td>
<td>[YYYY0101 ... YYYY1222]</td>
</tr>
<tr>
<td>Ni_END</td>
<td>Date which marks the end of the 7-day period</td>
<td>IN</td>
<td>None</td>
<td>[YYYY0107 ... YYYY1231]</td>
</tr>
<tr>
<td>variables</td>
<td>Variables created in the algorithm are defined in the pseudo-code representation [AD 12]</td>
<td>INOUT</td>
<td>dl</td>
<td></td>
</tr>
</tbody>
</table>

#### 5.6 Compliance between LC-condition products

As the condition products and the LC maps are built from various independent data sources, some discrepancies related to conformity or thematic aspects were visible. Therefore, some post-edition processing steps were applied on all condition products.

Firstly, the spatial coverage was forced to be true global for all condition products and LC maps so that the extent is identical for all LC products.

Secondly, the land mask that spatially delineates the area concerned by the LC and therefore the coastline delineation was standardized for all conditions by superimposing the CCI-LC WB product. The percentages of BA and snow occurrences are forced to 0 under the water mask while the status of the NDVI condition is set to water (value 2). The value of the NDVI itself was set to NoData. The CCI-LC WB product is also applied in the LC maps.

Finally, the glaciers from the Randolph Glacier Inventory [RD-162] and the Antarctic coastline from the Scientific Committee on Antarctic Research Antarctic Digital Database [RD-163] were used to remove thematic discrepancies. Under these layers, the percentage of BA occurrence was set to zero, the percentage of Snow occurrence was set to 100%, and the status of the NDVI was set to filled ice (value 5) and the value of the NDVI itself to NoData. These layers are also applied in the LC maps.